
Automorphic vector bundles on connected Shimura
varieties

J.S. Milne
Mathematics Department, University of Michigan, Ann Arbor, MI 48109, USA

Contents
0 Review of terminology concerning Shimura varieties. . . . . . . . . . 3
1 The Taniyama group, the period torsor, and conjugates of SV . . . . . . 5
2 The compact dual symmetric Hermitian space and its conjugates . . . . 11
3 The principal bundle 𝑌0(𝐺, 𝑋); statement of the first main theorem . . . 14
4 Automorphic vector bundles . . . . . . . . . . . . . . . . . . 20
5 Conjugates of automorphic vector bundles . . . . . . . . . . . . . 24
6 Proof of Theorem 3.10 for the symplectic group . . . . . . . . . . . 27
7 Proof of Theorem 3.10 for connected Shimura varieties of abelian type . . 29
8 First completion of the proof of Theorem 3.10 . . . . . . . . . . . . 31
9 Second completion of the proof of Theorem 3.10 . . . . . . . . . . . 33
A Appendix: Connected Shimura data and Shimura data . . . . . . . . 35

Introduction
A connected Shimura variety 𝑆0(𝐺, 𝑋) is defined by a semisimple group 𝐺 over ℚ and a
symmetric Hermitian domain 𝑋. For any automorphism 𝜏 of ℂ (as an abstract field),
it is known that the conjugate 𝜏𝑆0(𝐺, 𝑋) of 𝑆0(𝐺, 𝑋) has a canonical realization as a
connected Shimura variety 𝑆0(𝐺′, 𝑋′), and that the pair (𝐺′, 𝑋′) defining the second
Shimura variety can be constructed from the first pair by using the Taniyama group. In
more down-to-earth terms, we can say that with an automorphic function 𝑓 on 𝑋 and
a special point 𝑥 of 𝑋, it is possible to associate a new automorphic function 𝜏,𝑥𝑓 on a
different domain 𝑋′; the association 𝑓 ↦ 𝜏,𝑥𝑓 commutes with the Hecke operators, and
𝜏(𝑓(𝑥)) = 𝜏,𝑥𝑓(𝑥′) for an explicitly defined special point 𝑥′ on 𝑋′. (A proof of this result
for most connected Shimura varieties can be found in Milne and Shih 1982b and for
the remaining varieties in Milne 1983; see also Borovoi 1983/4. It is the analogue for
connected Shimura varieties of a conjecture of Langlands 1979.)

The purpose of the present paper is to extend these statements to holomorphic
automorphic forms. Such forms of a fixed type are sections of a vector bundle over a
connected Shimura variety. The vector bundles for whose sections our results hold arise
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from equivariant vector bundles on the compact dual of 𝑋; we call them automorphic
vector bundles (the importance of these vector bundles has been emphasized by P.Deligne;
the name was suggested to me by M. Harris). Holomorphic automorphic forms in the
classical sense corresponding to automorphy factors for the full group arise as sections
of automorphic vector bundles. We show in §5 that the conjugate 𝜏𝒱 of an automorphic
vector bundle can be canonically realized as an automorphic vector bundle on 𝑆0(𝐺′, 𝑋′).
More precisely, we show (Theorem 5.2) that there is an automorphic vector bundle
𝒱 ′ on 𝑆0(𝐺′, 𝑋′) and a canonical isomorphism 𝜏𝒱 ≃,→ 𝒱 ′ lifting the isomorphism
𝜏𝑆0(𝐺, 𝑋) ≃,→ 𝑆0(𝐺′, 𝑋′) and commuting with the Hecke operators; the data defining
𝒱 ′ is constructed from the that defining 𝒱 by using the Taniyama group and the period
torsor. In more down-to-earth terms, we can say that with an automorphic form 𝑓 and
a special point 𝑥 of 𝑋, it is possible to associate a new automorphic form 𝜏,𝑥𝑓 on the
domain 𝑋′; the association 𝑓 ↦ 𝜏,𝑥𝑓 commutes with the Hecke operators, and 𝜏(𝑓(𝑥))
can often be related to 𝜏,𝑥𝑓(𝑥′), where 𝑥′ is the same special point of 𝑋′ as above.

In a sequel to this paper, these results will be used to obtain similar results for
automorphic forms on nonconnected Shimura varieties.1 In this way, we shall obtain
an analogue for automorphic vector bundles over Shimura varieties of Langlands’s
conjecture on the conjugates of Shimura varieties. In particular, this will allow us
(without any assumptions on the underlying Shimura variety) to define canonical models
of automorphic vector bundles, and to give a definitive definition of what it means for a
holomorphic automorphic form to be rational over a number field.

The theorem on automorphic vector bundles is obtained as a rather direct conse-
quence of a theorem (again a generalization of Langlands’s conjecture) concerning a
certain principal bundle 𝑌0(𝐺, 𝑋) over 𝑆0(𝐺, 𝑋). This theorem is stated in §3 and proved
in §6 and §7 for connected Shimura varieties of abelian type. In §8 and §9 we give two
methods of extending the result to all connected Shimura varieties. The first, which
is the shorter, uses a statement (Borovoi 1983∕4, 3.21) for which no proof is currently
available;2 the second makes use of an idea from Harris 1985. Automorphic vector
bundles are defined in §4 and their conjugates are described in §5. The first two sections
contain preliminarymaterial on the Taniyama group, the period torsor, conjugates of con-
nected Shimura varieties, and conjugates of the compact duals of Hermitian symmetric
domains.

Lacking at this point are theorems describing how automorphisms of ℂ act on the
Fourier-Jacobi series of automorphic forms (or even a general algebraic definition of such
series) and on the Eisenstein series associated with cusp forms on boundary components.
It is however possible to give precise conjectures, again in terms of the Taniyama group
and the period torsor, and I hope to take up these questions in future papers.3

1For the nonconnected case, see Chapter III of Milne, J. S., 1990, Canonical models of (mixed) Shimura
varieties and automorphic vector bundles. Automorphic forms, Shimura varieties, and 𝐿-functions, Vol. I
(Ann Arbor, MI, 1988), 283–414, Perspect. Math., 10, Academic Press, Boston, MA.

2For the proof of a slightly weaker result, sufficient for the applications, see Borovoı̆, M. V., The group of
points of a semisimple group over a totally real-closed field. Problems in group theory and homological
algebra (Russian), 142–149, Matematika, Yaroslav. Gos. Univ., Yaroslavl’, 1987. See also: Selecta Math.
Soviet. 9 (1990), 331-338.

3Milne, J.S., 1990 Canonical Models of (Mixed) Shimura Varieties and Automorphic Vector Bundles.
In: Automorphic Forms, Shimura Varieties, and 𝐿-functions, (Proceedings of a Conference held at the
University of Michigan, Ann Arbor, July 6-16, 1988), pp283–414.
Pink, Richard, Arithmetical compactification of mixed Shimura varieties. Dissertation, Rheinische
Friedrich-Wilhelms-Universität Bonn, Bonn, 1989. Bonner Mathematische Schriften, 209. Universität
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A discussion of the relation of these results to those of other authors will be given in
the sequel to this paper. Here we mention only that the results were suggested by those
of Harris (1984, 1985), which in turn were suggested by questions of Shimura (1980) and
Deligne.

0 Review of terminology concerning Shimura va-
rieties.

A reductive group is always assumed to be connected. When 𝐺 is an algebraic group,
𝐺der and𝐺ad are the associated derived and adjoint groups of𝐺, and 𝑍(𝐺) is the centre of
𝐺. The action of 𝐺 on itself by inner automorphisms factors through a homomorphism
ad∶ 𝐺ad → Aut(𝐺). The simply connected covering group of a semisimple group 𝐺 is
denoted by 𝐺̃.

When 𝐺 is an algebraic group over ℝ, 𝐺(ℝ)+ is the identity component of 𝐺(ℝ) (for
the real topology), and 𝐺(ℝ)+ is the inverse image of 𝐺ad(ℝ)+ in 𝐺(ℝ). In the case that
𝐺 is defined over ℚ, we write 𝐺(ℚ)+ for 𝐺(ℚ) ∩ 𝐺(ℝ)+ and 𝐺(ℚ)+ for 𝐺(ℚ) ∩ 𝐺(ℝ)+.
The symbol − denotes closure in 𝐺(𝔸𝑓), where 𝔸𝑓

def= ℤ̂ ⊗ℚ is the ring of finite adèles.
We write 𝔸 for ℝ × 𝔸𝑓 and 𝔸′ for ℂ × 𝔸𝑓.

The real torusResℂ∕ℝ(𝔾𝑚) is denoted by𝕊; thus𝕊(ℝ) = ℂ× and𝕊(ℂ) = ℂ××ℂ× (the
projections onto the two factors correspond respectively to the identity automorphism of
ℂ and to complex conjugation). Associated with any homomorphism ℎ∶ 𝕊 → 𝐺, there
is a weight map

𝑤ℎ ∶ 𝔾𝑚 → 𝐺, 𝑟 ↦ ℎ(𝑟)−1, all 𝑟 ∈ ℝ× ⊂ 𝕊(ℝ),

and a cocharacter

𝜇ℎ ∶ 𝔾𝑚 → 𝐺ℂ, 𝑧 ↦ ℎℂ(𝑧, 1), all 𝑧 ∈ ℂ×.

By a connected Shimura datum4 (𝐺, 𝑋) we mean a semisimple algebraic group 𝐺
over ℚ and a 𝐺ad(ℝ)+-conjugacy class 𝑋 of homomorphisms 𝕊 → 𝐺ad

ℝ satisfying the
conditions5 (2.1.1.1) — (2.1.1.3) of Deligne 1979. Then 𝑋 has a canonical structure of a
Hermitian symmetric domain, andwewrite 𝑥 for a point of𝑋 whenwe are regarding it in
this way and ℎ𝑥 ∶ 𝕊 → 𝐺ad

ℝ and 𝜇𝑥 ∶ 𝔾𝑚 → 𝐺ad
ℂ for the homomorphism and cocharacter

associated with 𝑥. The connected Shimura variety 𝑆0(𝐺, 𝑋) is defined to be the projective
system (Γ∖𝑋)Γ∈Σ(𝐺) (or its limit), where Σ(𝐺) is the set of net arithmetic subgroups of
𝐺ad(ℚ) containing the image of a congruence subgroup in𝐺(ℚ). Each complexmanifold
Γ∖𝑋 has a unique structure as an algebraic variety, and the morphisms in the projective
system are algebraic. It is sometimes also convenient to regard 𝑆0(𝐺, 𝑋) as being the
projective system of varieties (Γ∖𝑋) with Γ running over the set Σ̃(𝐺) of net congruence
subgroups of𝐺(ℚ). We oftenwrite 𝑆0Γ(𝐺, 𝑋) (or 𝑆

0
𝐾(𝐺, 𝑋)when Γ = 𝐺(ℚ)∩𝐾,𝐾 compact

and open in 𝐺(𝔸𝑓)) for the algebraic variety Γ∖𝑋. When 𝐺 is simply connected,

𝑆0(𝐺, 𝑋)(ℂ) def= lim←,,𝑆
0
Γ(𝐺, 𝑋)(ℂ) = 𝐺(ℚ)∖𝑋 × 𝐺(𝔸𝑓).

Bonn, Mathematisches Institut, Bonn, 1990.
4In the original, this was called a pair defining a connected Shimura variety.
5Misprint fixed.
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In the last term, 𝑞 ∈ 𝐺(ℚ) acts on (𝑥, 𝑔) ∈ 𝑋 × 𝐺(𝔸𝑓) according to the rule:

𝑞(𝑥, 𝑔) = (𝑞𝑥, 𝑞𝑔).

The action of 𝐺ad(ℚ)+ on 𝑆0(𝐺, 𝑋),

𝑔∶ Γ∖𝑋 → Γ′∖𝑋, 𝑥Γ ↦ (𝑔𝑥)Γ′ , Γ′ = ad(𝑔)Γ

extends by continuity to the completion 𝐺ad(ℚ)+∧ of 𝐺ad(ℚ)+ for the topology defined
by the subgroups in Σ(𝐺). The map 𝐺(ℚ)+ → 𝐺ad(ℚ)+∧ extends by continuity to the
closure𝐺(ℚ)−+ of𝐺(ℚ)+ in𝐺(𝔸𝑓), and 𝐺ad(ℚ)+∧ is generated by 𝐺ad(ℚ)+ and the image
𝐺(ℚ)−+∕𝑍(ℚ) of 𝐺(ℚ)

−
+; more precisely,

𝐺ad(ℚ)+∧ = 𝐺(ℚ)−+ ∗𝐺(ℚ)+ 𝐺
ad(ℚ)+

(Deligne 1979, 2.1.6.2). In fact 𝐺ad(ℚ)+∧ is also generated by 𝐺ad(ℚ)+ and the image
of 𝐺̃(𝔸𝑓). In the case that 𝐺 is simply connected, 𝐺(ℚ)−+ = 𝐺(𝔸𝑓), and the actions of
𝐺(𝔸𝑓) and 𝐺ad(ℚ)+ on 𝑆0(𝐺, 𝑋) are given by

𝑎[𝑥, 𝑔] = [𝑥, 𝑔𝑎−1], 𝑥 ∈ 𝑋, 𝑎, 𝑔 ∈ 𝐺(𝔸𝑓);
𝑞[𝑥, 𝑔] = [𝑞𝑥, ad(𝑞)𝑔], 𝑥 ∈ 𝑋, 𝑞 ∈ 𝐺ad(ℚ)+, 𝑔 ∈ 𝐺(𝔸𝑓).

We write (𝑔) for the automorphism of 𝑆0(𝐺, 𝑋) defined by 𝑔 ∈ 𝐺ad(ℚ)+∧.
By amorphism 𝑓∶ (𝐺, 𝑋) → (𝐺′, 𝑋′) of connected Shimura data we mean a homo-

morphism 𝑓∶ 𝐺 → 𝐺′ of algebraic groups over ℚ carrying the conjugacy class 𝑋 into
𝑋′. The map ℎ ↦ ad(𝑓)◦ℎ∶ 𝑋 → 𝑋′ automatically sends special points of 𝑋 to special
points of 𝑋′. Such an 𝑓 defines a morphism 𝑆0(𝑓)∶ 𝑆0(𝐺, 𝑋) → 𝑆0(𝐺′, 𝑋′) of connected
Shimura varieties taking the action of 𝑔 ∈ 𝐺(𝔸𝑓) into that of 𝑓(𝑔) ∈ 𝐺′(𝔸𝑓). We say that
𝑓 is an embedding if 𝑓∶ 𝐺 → 𝐺′ is a closed immersion. In this case 𝑆0(𝑓) is a projective
system of closed immersions (see Deligne 1971, 1.15).

By a Shimura datum (𝐺1, 𝑋1) we mean a reductive group 𝐺1 over ℚ and a 𝐺1(ℝ)-
conjugacy class 𝑋1 of homomorphisms 𝕊 → 𝐺1ℝ satisfying the conditions6 (2.1.1.1) –
(2.1.1.3) of Deligne 1979. For such a pair (𝐺1, 𝑋1), a connected component 𝑋+

1 of 𝑋1 can
be identified with a 𝐺ad

1 (ℝ)
+-conjugacy class of maps 𝕊 → 𝐺ad

1ℝ, and (𝐺, 𝑋)
def= (𝐺der

1 , 𝑋+
1 )

is a connected Shimura datum; in this situation, we write (𝐺, 𝑋) = (𝐺1, 𝑋1)+. The
connected component of 𝑆(𝐺1, 𝑋1) containing the image of 𝑋+

1 can be identified with
𝑆0(𝐺, 𝑋). The action of 𝐺1(𝔸𝑓) on 𝑆(𝐺1, 𝑋1) factors through 𝐺1(𝔸𝑓)∕𝑍1(ℚ), where
𝑍1 is the centre of 𝐺1, and the stabilizer of 𝑆0(𝐺, 𝑋) in 𝑆(𝐺1, 𝑋1) is 𝐺1(ℚ)−+∕𝑍1(ℚ)

−

(here − denotes closure in 𝐺1(𝔸𝑓)). If we assume that 𝐻1(ℚ, 𝑍1) = 0, then 𝐺ad(ℚ) =
𝐺1(ℚ)∕𝑍1(ℚ) ⊂ 𝐺1(𝔸𝑓)∕𝑍1(ℚ)−, and the stabilizer of 𝑆0(𝐺, 𝑋) in 𝐺1(𝔸𝑓)∕𝑍1(ℚ)− is the
closure of 𝐺ad(ℚ)+ in 𝐺1(𝔸𝑓)∕𝑍1(ℚ)−. This closure can be identified with 𝐺ad(ℚ)+∧,
and its action on 𝑆0(𝐺, 𝑋), when converted into a left action, agrees with that defined
above (Deligne 1979, 2.1.16).

All vector spaces and vector bundles are of finite dimension. The category of repre-
sentations of an algebraic group 𝐺 on 𝑘-vector spaces is denoted by 𝖱𝖾𝗉𝑘(𝐺).

Motives are always meant in the sense of (absolute) Hodge cycles (see Deligne and
Milne 1982, §6).

6Misprint fixed.
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We rarely distinguish a vector bundle from its associated locally free sheaf of sections.
By a variation of real Hodge structures on a complex manifold 𝑋, we mean a local system
of real vector spaces 𝑉 on 𝑋 together with, at each point 𝑥 of 𝑋, a real Hodge structure
on the fibre 𝑉𝑥 at 𝑥; these Hodge structures are required to vary continuously in 𝑥,
and the associated Hodge filtrations 𝐹∙ on the fibres of 𝒪𝑋 ⊗ 𝑉 are required to vary
holomorphically and satisfy the axiomof transversality: ∇𝐹𝑝 ⊂ Ω1

𝑋⊗𝐹
𝑝−1 (Deligne 1979,

1.1.7). To define a variation of rational Hodge structures, replace “real" with “rational" in
the preceding definition.

The algebraic closure of ℚ in ℂ is denoted by ℚal.7 When necessary, we denote
the inclusion ℚal → ℂ by 𝜄. We often use ≃ to denote a canonical isomorphism.8 The
equivalence class containing * is often written [*].

1 The Taniyama group, the period torsor, and con-
jugates of Shimura varieties

Recall (Milne and Shih 1982a) that the Serre group is a pair (𝔖, ℎcan) consisting of a
proalgebraic torus 𝔖 over ℚ and a homomorphism ℎcan∶ 𝕊 → 𝔖ℝ whose weight is
defined overℚ. The pair is universal in the following sense: for any torus 𝑇 overℚ and
homomorphism ℎ∶ 𝕊 → 𝑇ℝ whose character 𝜇 is defined over a CM field and whose
weight 𝑤 is defined over ℚ, there is a unique ℚ-rational homomorphism 𝜌∶ 𝔖 → 𝑇
such that 𝜌ℝ◦ℎcan = ℎ.

The Taniyama group (ibid. §3) is an extension

1 → 𝔖 → 𝔗
𝜋
,→ Gal(ℚal∕ℚ) → 1

of pro-algebraic groups together with a continuous section sp∶ Gal(ℚal∕ℚ) → 𝔗(𝔸𝑓).
For any 𝜏 in Aut(ℂ), 𝜏𝔖 def= 𝜋−1(𝜏|ℚal) is a right𝔖-torsor with a distinguished 𝔸𝑓-point
sp(𝜏).

Let 𝖢𝖬ℚal denote the category of motives over ℚal generated by abelian varieties of
CM-type overℚal and the Tate motive, and let 𝖢𝖬ℚ denote the category of motives over
ℚ generated by the abelian varieties over ℚ of potential CM-type, the Tate motives, and
the Artin motives. The objects of these categories will be called CM-motives overℚal and
ℚ respectively. Both categories are Tannakian and have natural ℚ-linear fibre functors
sending a motive𝑀 to the Betti cohomology of 𝜄𝑀, and it is known that𝔖 and 𝔗 are
the pro-algebraic groups associated with 𝖢𝖬ℚal and 𝖢𝖬ℚ. In particular, this means that
with eachℚ-linear representation (𝑟, 𝑉) of𝔗, there is associated a CM-motive𝑀 over
ℚ, well-defined up to a unique isomorphism. The Betti cohomology group 𝐻𝐵(𝜄𝑀) = 𝑉,
and the Hodge structure on 𝐻𝐵(𝜄𝑀) is defined by 𝑟◦ℎcan. Let𝑀 be a CM motive over
ℚal. A tensor 𝑡 of𝐻𝐵(𝜄𝑀)will be called aHodge cycle if there is a Hodge cycle (𝑡dR , 𝑡et) of
𝐻dR(𝑀)×𝐻et(𝑀) on𝑀 relative to 𝜄 (in the sense of Deligne 1982a, p. 28) such that 𝑡 and
(𝑡dR , 𝑡et) have the same image as a tensor of𝐻dR(𝜄𝑀)×𝐻et(𝜄𝑀). For any 𝜏 ∈ Gal(ℚal∕ℚ),
Deligne’s theorem (ibid. 2.11) implies that there exists a Hodge cycle 𝜏𝜏 of 𝐻𝐵(𝜏𝑀)
corresponding to the tensor (𝜏𝑡dR , 𝜏𝑡et) of𝐻dR(𝜏𝑀) × 𝐻et(𝜏𝑀). For example, when 𝑡 is
the class of an algebraic cycle 𝑍 on an abelian variety 𝐴, 𝜏𝑡 is the class of 𝜏𝑍 on 𝜏𝐴.

7In the original, it was denoted by ℚ̄
8In the original, we used =.



1 THE TANIYAMA GROUP, THE PERIOD TORSOR, AND CONJUGATES OF SV 6

The functor 𝐻dR is a second fibre functor on 𝖢𝖬ℚ with values in the category of
vector spaces over ℚ. Therefore 𝒫 = ℋ𝑜𝑚⊗(𝐻𝐵, 𝐻𝑑𝑅) is a torsor for 𝔗 (see Deligne and
Milne 1982, 3.2), which we call the period torsor. The comparison isomorphisms

𝑐(𝑀)∶ 𝐻B(𝑀) ⊗ ℂ ≃,→ 𝐻dR(𝑀ℂ)

define a canonical element 𝑐 in 𝒫(ℂ). Theℚ-structures𝐻B(𝑀) and𝐻dR(𝑀) determine
actions of Aut(ℂ) on𝐻B(𝑀) ⊗ ℂ and𝐻dR(𝑀ℂ), and for 𝜏 ∈ Aut(ℂ), we write

𝑧∞(𝜏) = 𝑐−1◦𝜏(𝑐) ∈ 𝔗(ℂ).

The map 𝑧∞∶ Aut(ℂ) → 𝔗(ℂ) is a one cocycle:

𝑧∞(𝜎𝜏) = 𝑧∞(𝜎) ⋅ 𝜎𝑧∞(𝜏), 𝜎, 𝜏 ∈ Aut(ℂ).

Note that 𝑧∞ does not factor through the quotient Gal(ℚal∕ℚ) of Aut(ℂ).

Proposition 1.1. The element 𝑧∞(𝜏) lies in 𝜏𝔖(ℂ).

Proof. We have to show that 𝑧∞(𝜏)maps to 𝜏 inGal(ℚal∕ℚ). Recall thatGal(ℚal∕ℚ) is
the group attached to the Tannakian category 𝖠𝗋𝗍ℚ of Artin motives overℚ, and that the
map 𝜋∶ 𝔗 → Gal(ℚal∕ℚ) corresponds to the inclusion of 𝖠𝗋𝗍ℚ into 𝖢𝖬ℚ. It therefore
suffices to show that, for all Artin motives 𝑀, the map 𝑧∞(𝜏)(𝑀)∶ 𝐻𝐵(𝑀ℂ) ⊗ ℂ →
𝐻𝐵(𝑀ℂ) ⊗ ℂ is simply 𝜏 ⊗ 1.

Every Artin motive𝑀 is a direct factor of a motive of the form ℎ(𝑋) with 𝑋 a finite
scheme over ℚ (see Deligne and Milne 1982, p. 211), and so we may suppose that
𝑀 = ℎ(𝑋). Then𝐻𝐵(𝑀) = Hom(𝑋(ℚal), ℚ), and𝑀 corresponds to the representation of
Gal(ℚal∕ℚ) on𝐻𝐵(𝑀) induced by its action on𝑋(ℚal). For anyℚ-algebra 𝑅,𝐻dR(𝑀𝑅) =
𝐴 ⊗ 𝑅, where 𝐴 = Γ(𝑋,𝒪𝑋), and 𝐴⊗ℚal = Hom(𝑋(ℚal), ℚal) with Gal(ℚal∕ℚ) acting
on the second term through its action on 𝑋(ℚal) and ℚal. In summary:
(a) 𝐻B(𝑀) = Hom(𝑋(ℚal), ℚ) with Gal(ℚal∕ℚ) acting through its action on 𝑋(ℚal);
(b) 𝐻B(𝑀) ⊗ ℂ = Hom(𝑋(ℚal), ℂ) with Aut(ℂ) acting through its action on ℂ;
(c) 𝐻dR(𝑀ℂ) = Hom(𝑋(ℚal), ℂ)with Aut(ℂ) acting through its action on 𝑋(ℚal) and

ℂ.
All actions are on the left. With these identifications, 𝑐 becomes the identity map, and
for 𝜆 ∈ Hom(𝑋(ℚal), ℂ) = 𝐻B(𝑀) ⊗ ℂ,

𝑧∞(𝜏)(𝜆)
def= (𝑐−1◦𝜏𝑐)(𝜆) def= (𝑐−1◦𝜏◦𝑐 ◦𝜏−1)(𝜆)

(b)
= (𝑐−1◦𝜏)(𝜏−1◦𝜆)

(c)
= 𝜏◦(𝜏−1◦𝜆)◦𝜏−1 = 𝜆◦𝜏−1

(a)
= (𝜏 ⊗ 1)(𝜆),

as required. 2

Remark 1.2. (a)We leave open the question of giving a description of𝒫 and its canonical
ℂ-valued point (equivalently of 𝑧∞(𝜏)) in the spirit of Langlands’s definition of the
Taniyama group (in particular, a description that avoids mentioning CMmotives). As
Deligne pointed out to me, 𝜋∗(𝒫) is the Gal(ℚal∕ℚ)-torsor Spec(ℚal).9

9Various characterizations of 𝒫 are proved in Milne, J. S., Periods of abelian varieties. Compos. Math.
140 (2004), no. 5, 1149–1175.
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(b) It is possible to give a slightly different interpretation of 𝑧∞(𝜏). For a CM-motive
𝑀 over ℚal, write 𝐻𝜏(𝑀) = 𝐻𝐵(𝜏𝜄𝑀). Then 𝐻𝜏(𝑀) is a fibre functor on 𝖢𝖬ℚ, and for
anyℚ-algebra 𝑅, 𝜏𝔖(𝑅) = ℋ𝑜𝑚⊗(𝐻id ⊗ 𝑅,𝐻𝜏 ⊗ 𝑅) (see Deligne and Milne 1982, 6.23).
An element of 𝜏𝔖(ℂ) is therefore a ℂ-linear functorial isomorphism

𝐻𝐵(𝜄𝑀) ⊗ ℂ ≃,→ 𝐻𝐵(𝜏𝜄𝑀) ⊗ ℂ,

compatible with tensor products, and such that 𝑡 ⊗ 1 corresponds to 𝜏𝑡 ⊗ 1 for all Hodge
cycles 𝑡 of𝐻𝐵(𝜄𝑀). Consider the maps

𝐻B(𝜄𝑀) ⊗ ℂ
1⊗𝜏−1
,,,,,→𝐻𝐵(𝜄𝑀) ⊗ ℂ

𝑐(𝜄𝑀)
,,,,,→ 𝐻dR(𝑀) ⊗ℚal,𝜄 ℂ

1⊗𝜏
,,,,→

𝐻dR(𝑀) ⊗ℚal,𝜏𝜄 ℂ
𝑐(𝜏𝜄𝑀)−1
,,,,,,,→ 𝐻𝐵(𝜏𝜄𝑀) ⊗ ℂ.

Obviously the composite is ℂ-linear, and for any Hodge cycle 𝑡 of𝐻B(𝜄𝑀),

𝑡 ⊗ 1 ↔ 𝑡 ⊗ 1 ↔ 𝑡dR ⊗ℚal,𝜄 1 ↔ 𝑡dR ⊗ℚal,𝜏𝜄 1 ↔ 𝜏𝑡 ⊗ 1.

Since the maps are functorial and compatible with tensor products, they define an
element of 𝜏𝔖(ℂ), which is clearly 𝑧∞(𝜏).

Let (𝐺, 𝑋) be a connected Shimura datum, and let 𝑥 be a special point of 𝑋. By
definition, this means that there is a (maximal) ℚ-rational torus 𝑇 in 𝐺 such that ℎ𝑥
factors through (𝑇∕𝑍)(ℝ), 𝑍 = 𝑍(𝐺). From the universal property of𝔖, we know that
there is a unique ℚ-rational homomorphism 𝜌𝑥 ∶ 𝔖 → 𝑇∕𝑍 such that ℎ𝑥 = (𝜌𝑥)ℝ◦ℎcan.
The map 𝜌𝑥 ∶ 𝔖 → 𝐺ad defines an action of𝔖 on 𝐺, and the𝔖-torsor 𝜏𝔖 can be used
to twist 𝐺 (or any other covering group of 𝐺ad). Thus, we obtain an algebraic group
𝜏,𝑥𝐺 = 𝜏𝔖×𝔖,𝜌𝑥 𝐺 over ℚ such that (as a Gal(ℚal∕ℚ)-set),

𝜏,𝑥𝐺(ℚal) = {𝑠 ⋅ 𝑔 ∣ 𝑠 ∈ 𝜏𝔖(ℚal), 𝑔 ∈ 𝐺(ℚal)}∕𝔖(ℚ),

where 𝑠1 ∈ 𝔖(ℚal) acts according to the rule

(𝑠 ⋅ 𝑔)𝑠1 = 𝑠𝑠1 ⋅ ad(𝜌𝑥(𝑠−11 ))𝑔.

Then 𝜏,𝑥𝐺 is a semisimple group having 𝜏𝔖×𝔖,𝜌𝑥 𝑇 = 𝑇 as a subtorus.
Let 𝑞 ∈ 𝜏,𝑥𝐺ad(ℚ), and let 𝑠 ∈ 𝜌𝑥∗(𝜏𝔖)(ℚal); then 𝑞 can be written [𝑠.𝑞𝑠] for a unique

element 𝑞𝑠 ∈ 𝐺ad(ℚal), and 𝑠 ↦ 𝑠𝑞𝑠 defines a ℚ-rational automorphism (𝑞) of 𝜌𝑥∗(𝜏𝔖)
(as a 𝐺ad-torsor). In this way, 𝜏,𝑥𝐺 can be identified with the group of automorphisms of
the 𝐺-torsor 𝜌𝑥∗(𝜏𝔖) (acting on the right).

The point sp(𝜏) in 𝜏𝔖(𝔸𝑓) defines a canonical continuous isomorphism

𝑔 ↦ 𝜏,𝑥𝑔 = [sp(𝜏) ⋅ 𝑔]∶ 𝐺̃(𝔸𝑓) → 𝜏,𝑥𝐺̃(𝔸𝑓).

In Milne and Shih 1982b, 8.2, it is shown how to construct a canonical isomorphism

𝑔 ↦ 𝜏,𝑥𝑔∶ 𝐺ad(ℚ)+∧ → 𝜏,𝑥𝐺ad(ℚ)+∧

compatible with the preceding isomorphism (cf. 3.7 below). Define 𝜏ℎ to be the homo-
morphism 𝕊 → 𝜏,𝑥𝐺ad

ℝ associated with the cocharacter 𝜏𝜇𝑥 of 𝑇∕𝑍 ⊂ 𝜏,𝑥𝐺ad. If we let
𝜏,𝑥𝑋 denote the 𝜏,𝑥𝐺ad(ℝ)+-conjugacy class of maps 𝕊 → 𝜏,𝑥𝐺ad

ℝ containing 𝜏ℎ, then the
pair (𝜏,𝑥𝐺,𝜏,𝑥 𝑋) is again a connected Shimura datum. We write 𝜏𝑥 for 𝜏ℎ regarded as a
point of 𝜏,𝑥𝑋.
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Proposition 1.3. For any special points 𝑥 and 𝑥′ of 𝑋, there is a canonical isomorphism

𝜑0(𝜏; 𝑥′, 𝑥)∶ 𝑆0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋) → 𝑆0(𝜏,𝑥′𝐺,𝜏,𝑥′ 𝑋)

such that 𝜑0(𝜏; 𝑥′, 𝑥)◦(𝜏,𝑥′𝑔) = (𝜏,𝑥′𝑔)◦𝜑0(𝜏; 𝑥′, 𝑥) for all 𝑔 ∈ 𝐺ad(ℚ)+∧.

Proof. Because 𝐺̃ad(ℚ)+∧ → 𝐺ad(ℚ)+∧ is surjective, and 𝑆0(𝐺, 𝑋) is the quotient of
𝑆0(𝐺̃, 𝑋) by the kernel of this map, it suffices to prove the proposition for (𝐺̃, 𝑋). Thus
we may assume that 𝐺 is simply connected. 2

Lemma 1.4. Let (𝐺, 𝑋) and (𝐺′, 𝑋′) be pairs defining connected Shimura varieties. Let 𝑓
and 𝑓′ be isomorphisms

𝑓∶ 𝐺 → 𝐺′, 𝑓′ad(ℚ)+∧ → 𝐺′ad(ℚ)+∧,

and let 𝛾 ∈ 𝐺ad(ℚ)+∧ be such that, when 𝑓 is extended by continuity to an isomorphism
𝑓∶ 𝐺ad(ℚ)+∧ ,→ 𝐺′ad(ℚ)+∧, then 𝑓◦ ad(𝛾) = 𝑓′. Under these conditions

𝜑 def= 𝑆0(𝑓1)◦(𝛾)∶ 𝑆0(𝐺, 𝑋) → 𝑆0(𝐺′, 𝑋′)

is an isomorphism such that 𝜑◦(𝑎) = (𝑓′(𝑎))◦𝜑 for all 𝑎 ∈ 𝐺ad(ℚ)+∧; moreover, if 𝑓 is
replaced with 𝑓◦ ad(𝑞), 𝑞 ∈ 𝐺ad(ℚ)+, and 𝛾 with 𝑞−1𝛾, then 𝜑 is unchanged.

Proof. Straightforward. 2

Thus we must find a pair (𝑓, 𝛾), well-defined up to replacement by (𝑓◦ad(𝑞), 𝑞−1𝛾)
with 𝑞 ∈ 𝜏,𝑥𝐺ad(ℚ)+, such that
(i) 𝑓 is an isomorphism 𝜏,𝑥𝐺 → 𝜏,𝑥′𝐺 sending 𝜏,𝑥𝑋 into 𝜏,𝑥′𝑋;
(ii) 𝛾 ∈ 𝜏,𝑥𝐺ad(ℚ)+∧ satisfies 𝑓(ad(𝛾)(𝜏,𝑥𝑎)) = 𝜏,𝑥′𝑎 for all 𝑎 ∈ 𝐺ad(ℚ)+∧.
Let 𝑐 be the class of 𝜏𝔖 in𝐻1(ℚ,𝔖). The existence of a the section sp shows that 𝑐

maps to zero in𝐻1(ℚ𝑙,𝔖) for all primes 𝑙. Consider 𝜌𝑥(𝑐), 𝜌𝑥′(𝑐) ∈ 𝐻1(ℚ, 𝐺ad). These
elements have the same image in𝐻1(ℝ, 𝐺ad); this can be proved by a direct calculation,
which is carried out in Milne and Shih, 1982b, pp. 314–316, or by noting that Deligne
1979, 1.2.2, implies that 𝜏,𝑥𝐺ad

ℝ ≈ 𝜏,𝑥′𝐺ad
ℝ . Since the Hasse principle holds for 𝐺

ad (see,
for example, Milne 1986, 1.9.9), it follows that 𝜌𝑥(𝑐) and 𝜌𝑥′(𝑐) are equal.

Choose a pair (𝐺1, 𝑋1) as in (A.4) of the appendix. The constructions reviewed above
for (𝐺, 𝑋) have analogues for (𝐺1, 𝑋1). We write 𝑥1 and 𝑥′1 for 𝑥 and 𝑥

′ regarded as points
of 𝑋1 when it is necessary to make this distinction. They are special, and (A.4b) implies
that they give rise to homomorphisms 𝜌𝑥1 , 𝜌𝑥′1 ∶ 𝔖 → 𝐺1 lifting 𝜌𝑥 and 𝜌𝑥′ . Because
of (A.4c), the map 𝐻1(ℚ, 𝐺1) → 𝐻1(ℚ, 𝐺ad

1 ) is injective, and so 𝜌𝑥1∗(
𝜏𝔖) and 𝜌𝑥′1∗(

𝜏𝔖)
are isomorphic 𝐺1-torsors. The choice of an isomorphism 𝑡 ∶ 𝜌𝑥1∗(

𝜏𝔖) ≈,→ 𝜌𝑥′1∗(
𝜏𝔖)

determines an isomorphism 𝑓1∶ 𝜏,𝑥𝐺1
≈,→ 𝜏,𝑥′𝐺1, and it is known (Langlands 1979,

p. 232) that 𝑓1 maps 𝜏,𝑥𝑋1 into 𝜏,𝑥′𝑋1. From the discussion preceding the statement
of the proposition, we know that 𝑡 is determined up to replacement by an element
𝑡◦(𝑞), 𝑞 ∈ 𝜏,𝑥𝐺1(ℚ). Since 𝜏,𝑥𝐺1(ℚ) is dense in 𝜏,𝑥𝐺1(ℝ), we can modify 𝑡 so that 𝑓1
maps the component 𝜏,𝑥𝑋 of 𝜏,𝑥𝑋1 into the component 𝜏,𝑥

′𝑋 of 𝜏,𝑥′𝑋1. Then 𝑓1 restricts
to a morphism 𝑓∶ (𝜏,𝑥𝐺,𝜏,𝑥 𝑋) → (𝜏,𝑥′𝐺,𝜏,𝑥′ 𝑋), and when 𝑡 is replaced by 𝑡◦(𝑞), 𝑞 ∈
𝜏,𝑥𝐺1(ℚ)+, the map 𝑓 is replaced by 𝑓◦ ad(𝑞̄), where 𝑞̄ is the image of 𝑞 in 𝜏,𝑥𝐺ad(ℚ)+.
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If 𝑠 and 𝑠′ denote the images of sp(𝜏) in 𝜌𝑥1∗(
𝜏𝔖)(𝔸𝑓) and 𝜌𝑥′1∗(

𝜏𝔖)(𝔸𝑓) respec-
tively, then there exists an element 𝛾1 ∈ 𝜏,𝑥𝐺1(𝔸𝑓) such that 𝑡(𝑠𝛾1) = 𝑠′. Note that
𝛾1 is uniquely determined by the choice of 𝑡, and that if 𝑡 is replaced by 𝑡◦(𝑞), 𝑞 ∈
𝜏,𝑥𝐺1(ℚ)+, then 𝛾1 is replaced by 𝑞−1𝛾1. Note also that 𝑓1◦ ad(𝛾1)(𝜏,𝑥𝑎) = 𝜏,𝑥′𝑎 for all
𝑎 ∈ 𝐺1(𝔸𝑓). We shall show that the image 𝛾 of 𝛾1 in 𝜏,𝑥𝐺1(𝔸𝑓)∕𝑍1(ℚ)− lies in the sub-
group 𝜏,𝑥𝐺ad(ℚ)+∧ (cf. §0). Since the maps 𝑎 ↦ 𝜏,𝑥𝑎 and 𝑎 ↦ 𝜏,𝑥′𝑎 on 𝐺1(𝔸𝑓) induce
the maps of the same name on the subquotient 𝐺ad(ℚ)+∧ of 𝐺1(𝔸𝑓) (Milne and Shih
1982b, 8.2) the lemmawill then show that the pair (𝑓, 𝛾) defines amap 𝜑0(𝜏; 𝑥′, 𝑥) having
the desired properties. It is independent of the choice of 𝑡, and the usual argument (ibid.
p339–340) shows that it is independent of the choice of (𝐺1, 𝑋1).

Write 𝐺′
1 for

𝜏,𝑥𝐺1. We shall show that 𝛾1 lies in the closure of 𝐺′
1(ℚ)

+− of 𝐺′
1(ℚ)

+

in 𝐺′
1(𝔸𝑓). Recall (Deligne 1979, 2.5.1) that 𝐺′

1(ℚ)
+− is the fibre over 1 of 𝐺′

1(𝔸𝑓) →
𝜋0(𝐺′

1(ℚ)∖𝐺
′
1(𝔸)), and (Deligne 1971, 2.4) that

𝜋0(𝐺′
1(ℚ)∖𝐺

′
1(𝔸))

≃,→ 𝜋0(𝐻1(ℚ)∖𝐻1(𝔸)),

where𝐻1 = 𝐺′
1∕𝐺

′der
1 = 𝐺1∕𝐺der

1 . The maps 𝜌𝑥1 and 𝜌𝑥′1 become equal when composed
with 𝜈∶ 𝐺1 → 𝐻1, and so, when the above constructions are carried out with𝐺1 replaced
with𝐻1, one sees immediately that the image of 𝛾1 in𝐻1(𝔸𝑓) lies in𝐻1(ℚ). Therefore 𝛾
lies in 𝐺1(ℚ)+−.

Remark 1.5. In §3 we shall need to use a slight strengthening of some of the above
arguments. Let 𝐻1(ℝ)+ be the image of 𝑍1(ℝ) in 𝐻1(ℝ) and let 𝐻1(ℚ)+ = 𝐻1(ℚ) ∩
𝐻1(ℝ)+. Write 𝜌 for 𝜈◦𝜌𝑥1 = 𝜈◦𝜌𝑥′1 . An isomorphism 𝑡 ∶ 𝜌𝑥1∗(

𝜏𝔖) ≈,→ 𝜌𝑥′1∗(
𝜏𝔖) induces

an automorphism of 𝜌∗(𝜏𝔖), and hence defines an element 𝑞 ∈ 𝐻1(ℚ). If 𝑡 is replaced
by 𝑡◦(𝑔), 𝑔 ∈ 𝜏,𝑥𝐺1(ℚ)+, then 𝑞 is replaced by 𝑞 ⋅ 𝜈(𝑔). Since 𝜈(𝐺1(ℝ)+) ⊂ 𝜈(𝑍1(ℝ)), we
see that we obtain an element 𝑞1 ∈ 𝐻1(ℚ)∕𝐻1(ℚ)+ which is independent of the choice
of 𝑡. Probably it is possible to show in general that this is 1 by refining the proof of the
“Second Lemma of Comparison” in Langlands 1979, p. 232, but we shall use a different
argument to prove this in the cases of immediate interest to us.

The construction in (A.2) leads to a pair (𝐺1, 𝑋1) such that the weight is in fact zero.
Let 𝐺0 be the subgroup of 𝐺1 constructed in (A.5), and let𝐻0 = 𝐺0∕𝐺. Write 𝑥0 and 𝑥′0
for 𝑥 and 𝑥′ regarded as homomorphisms 𝕊 → 𝐺0,ℝ. Then 𝜌𝑥0∗(

𝜏𝔖) and 𝜌𝑥′1∗(
𝜏𝔖) are

isomorphic 𝐺0-torsors (see the argument in Milne and Shih 1982b, pp. 315–316). This
shows that there is an element 𝑞0 ∈ 𝐻0(ℚ)∕𝐻0(ℚ)+ mapping to 𝑞1 ∈ 𝐻1(ℚ)∕𝐻1(ℚ)+.
But 𝐻0ℝ∕𝑤(𝔾𝑚) is anistropic, and is therefore connected. Since 𝑤(𝔾𝑚) = 1, 𝐻0(ℝ) is
itself connected, and so 𝜈(𝑍0(ℝ)) = 𝐻0(ℝ). Therefore that 𝑞0 = 1, as required.

Theorem 1.6. For each 𝜏 ∈ Aut(ℂ), there is a unique isomorphism

𝜑0𝜏,𝑥 ∶ 𝜏𝑆0(𝐺, 𝑋) → 𝑆0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋)

such that

(i) the point 𝜏[𝑥] is mapped to [𝜏𝑥];
(ii) 𝜑0𝜏,𝑥◦𝜏(𝑔) = (𝜏,𝑥𝑔)◦𝜑0𝜏,𝑥 for all 𝑔 ∈ 𝐺ad(ℚ)+∧.

Moreover, if 𝑥′ is a second special point of 𝑋, then

𝜑0(𝜏; 𝑥′, 𝑥)◦𝜑0𝜏,𝑥 = 𝜑0𝜏,𝑥′ .
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Proof. See Milne and Shih 1982b for Shimura varieties of abelian type and Milne 1983
for the general case. 2

Remark 1.7. Theorem 1.6 has a down-to-earth interpretation. Let (𝐺, 𝑋) be a connected
Shimura datum, and let 𝑓 be an automorphic function on 𝑋 relative to a congruence
subgroup Γ of𝐺(ℚ). We can regard 𝑓 as an algebraic function on Γ∖𝑋. By definition, Γ =
𝐾 ∩ 𝐺(ℚ) for some compact open subgroup 𝐾 in 𝐺(𝔸𝑓), and we define the congruence
subgroup 𝜏,𝑥Γ of 𝜏,𝑥𝐺(ℚ) to be 𝜏,𝑥𝐾 ∩ 𝜏,𝑥𝐺(ℚ), where 𝜏,𝑥𝐾 is the image of 𝐾 under the
isomorphism 𝑔 ↦ 𝜏,𝑥𝑔∶ 𝐺(𝔸𝑓) ,→ 𝜏,𝑥𝐺(𝔸𝑓). Let 𝜏 be an automorphism of ℂ, and let
𝑥 be a special point of 𝑋. Then the theorem defines an isomorphism

(𝜑0𝜏,𝑥)Γ∶ 𝜏(Γ∖𝑋) → 𝜏,𝑥Γ∖𝜏,𝑥𝑋.

It therefore associates with 𝑓 an automorphic function 𝜏,𝑥𝑓 def= 𝜏𝑓◦(𝜑0𝜏,𝑥)−1Γ on the Her-
mitian symmetric domain 𝜏,𝑥𝑋 relative to 𝜏,𝑥Γ such that

𝜏,𝑥𝑓([𝜏𝑥]) = 𝜏(𝑓([𝑥])) (for the chosen special point 𝑥).

Moreover, 𝜏,𝑥(𝑓◦(𝑔)) = 𝜏,𝑥𝑓◦(𝜏,𝑥𝑔) for all 𝑔 ∈ 𝐺ad(ℚ)+∧.
Let 𝐺 be a reductive algebraic group over ℚ, and let 𝜌 be a homomorphism𝔖 → 𝐺.

It is possible to give a motivic description of 𝜏,𝜌𝐺 def= 𝜏𝔖 ×𝔖,𝜌 𝐺. Choose a faithful
ℚ-linear representation 𝑟∶ 𝐺 → GL(𝑉) of 𝐺. There exists a family of tensors (𝑡𝛼)𝛼∈𝐴
of 𝑉 (that is, elements of vector spaces of the form 𝑇𝑖𝑗𝑉 = 𝑉⊗𝑖 ⊗ (𝑉∨)⊗𝑗) such that 𝐺
is the subgroup of GL(𝑉) fixing the 𝑡𝛼. If𝑀 is the CM-motive over ℚal corresponding
to the representation 𝑟◦𝜌, then 𝐻B(𝑀) = 𝑉 and the 𝑡𝛼 are Hodge cycles on𝑀. Write
𝜏,𝜌𝑉 = 𝜏𝔖×𝔖,𝜌 𝑉, so that (as Gal(ℚal∕ℚ)-modules)

𝜏,𝜌𝑉 ⊗ℚal = {𝑠 ⋅ 𝑣 | 𝑠 ∈ 𝜏𝔖(ℚal), 𝑔 ∈ 𝑉 ⊗ℚal}∕𝔖(ℚal),

where 𝑠1 ∈ 𝔖(ℚal) acts according to the rule

(𝑠 ⋅ 𝑣)𝑠1 = 𝑠𝑠1 ⋅ 𝜌(𝑠−11 )𝑣.

Proposition 1.8. There is a canonical isomorphism 𝜏,𝜌𝑉 ≃ 𝐻B(𝜏𝑀), and 𝜏,𝜌𝐺 is the
subgroup of GL(𝐻B(𝜏𝑀)) fixing the Hodge cycles 𝜏𝑡𝛼 on 𝜏𝑀.

Proof. Let 𝔖̄ be the image of𝔖 in GL(𝐻B(𝑀)), and let 𝜏𝔖̄ be the 𝔖̄-torsor defined by
𝜏𝔖. For any ℚ-algebra 𝑅, the 𝑅-valued points of 𝜏𝔖̄ can be identified with the set of
𝑅-linear maps 𝐻B(𝑀) ⊗ 𝑅 → 𝐻B(𝜏𝑀) ⊗ 𝑅 taking 𝑡 to 𝜏𝑡 for all Hodge cycles 𝑡 on 𝑀
(see Deligne and Milne 1982, especially 6.23a). Clearly 𝜏,𝜌𝑉 =𝜏 𝔖̄ ×𝔖,𝜌 𝑉, and the map
[𝑠.𝑣] ↦ 𝑠(𝑣) identifies this with 𝐻B(𝜏𝑀). Choose a point 𝑠0 ∈ 𝜏𝔖̄(ℚal), and consider
the map

Aut(𝐻B(𝜏𝑀) ⊗ ℚal, (𝜏𝑡𝛼)𝛼∈𝐴) → 𝜏,𝜌𝐺(ℚal), 𝑎 ↦ [𝑠0. ad(𝑠−10 )𝑎].

One checks immediately that this is independent of the choice of 𝑠0, that it defines an
isomorphism, and that it commutes with the action of Gal(ℚal∕ℚ). It therefore defines
an isomorphism of algebraic groups over ℚ. 2
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2 The compact dual symmetric Hermitian space
and its conjugates

Wefirst reviewDeligne’s interpretation (Deligne 1979) of a Hermitian symmetric domain
𝑋 and its compact dual 𝑋̌ as parameter spaces for Hodge structures and filtrations. Then
we prove analogues of (1.3) and (1.6) for 𝑋̌.

Let 𝑉 be a vector space over a field 𝑘 of characteristic zero. A homomorphism
𝜇∶ 𝔾𝑚 → GL(𝑉) defines a decomposition

𝑉 =
⨁

𝑉𝑖, 𝑉𝑖 = {𝑣 ∈ 𝑉| 𝜇(𝑧)𝑣 = 𝑧𝑖𝑣, 𝑧 in 𝑘×}

and a decreasing filtration of 𝑉

⋯ ⊃ 𝐹𝑝𝑉 ⊃ 𝐹𝑝+1𝑉 ⊃ ⋯ , 𝐹𝑝𝑉 =
⨁

𝑖≥𝑝
𝑉𝑖.

Let 𝐺 be a reductive group over 𝑘. A homomorphism 𝜇∶ 𝔾𝑚 → 𝐺 defines a filtration
𝐹∙ on 𝑉 for each representation (𝑟, 𝑉) of 𝐺, namely, that corresponding to 𝑟◦𝜇. These
filtrations are compatible with the formation of tensor products and duals. Conversely,
any functor (𝑟, 𝑉) ↦ (𝐹∙, 𝑉) from representations of 𝐺 to filtrations compatible with
tensor products and duals arises from a homomorphism 𝜇∶ 𝔾𝑚 → 𝐺. We call such a
functor a filtration of 𝖱𝖾𝗉𝑘(𝐺), and we write Filt(𝜇) for the filtration defined by 𝜇.

Proposition 2.1. Let 𝐺 be a reductive group over a field 𝑘 of characteristic zero, and let 𝜇
be a cocharacter of 𝐺. From the adjoint action of 𝐺 on 𝔤 def= Lie(𝐺), we acquire a filtration
𝐹∙ of 𝔤.
(a) The subalgebra 𝐹0𝔤 is the Lie algebra of a parabolic subgroup 𝐹0𝐺 of 𝐺; moreover,

𝐹0𝐺 is the subgroup of𝐺 respecting the filtration (defined by𝜇) on each representation
of 𝐺.

(b) The subalgebra 𝐹1𝔤 is the Lie algebra of the unipotent radical 𝐹1𝐺 of 𝐹0𝐺; moreover
𝐹1𝐺 is the subgroup of𝐹0𝐺 that acts trivially on the gradedmodule

⨁
(𝐹𝑝𝑉∕𝐹𝑝+1𝑉)

associated with each representation (𝑟, 𝑉) of 𝐺.
(c) The centralizer𝑍(𝜇) of𝜇 is a Levi subgroup of𝐹0𝐺; in particular,𝑍(𝜇) ≃,→ 𝐹0𝐺∕𝐹1𝐺,

and the composite 𝜇̄ of 𝜇 with 𝐹0𝐺 → 𝐹0𝐺∕𝐹1𝐺 is central. Two cocharacters of 𝐺
define the same filtration of 𝐺 if and only if they define the same group 𝐹0𝐺 and
induce the same map 𝔾𝑚 → 𝐹0𝐺∕𝐹1𝐺.

Proof. See Saavedra 1972, especially IV.2.2.5.10 2

Let 𝐺 be a reductive group over ℂ, and let 𝜇0∶ 𝔾𝑚 → 𝐺 be a cocharacter of 𝐺. We
let 𝑋̌ denote the set of filtrations of 𝖱𝖾𝗉ℂ(𝐺) that are 𝐺(ℂ)-conjugate to Filt(𝜇0).

Proposition 2.2. The action

𝐺(ℂ) × 𝑋̌ → 𝑋̌, (𝑔, 𝜇) ↦ Filt(ad(𝑔)◦𝜇)

defines a bijection 𝐺(ℂ)∕𝑃0(ℂ) → 𝑋̌, where 𝑃0 is the parabolic subgroup 𝐹0𝐺 of 𝐺.
10Also, 25.12 of Milne, J. S., Algebraic Groups, CUP, 2017.



2 THECOMPACTDUALSYMMETRICHERMITIANSPACEANDITSCONJUGATES12

Proof. We have to show that 𝑃0(ℂ) is the subgroup fixing Filt(𝜇0) under the above
action, but the filtration on a vector space 𝑉 defined by ad(𝑔)◦𝜇0 is obtained from the
filtration defined by 𝜇0 by applying 𝑔, and so this follows from (2.1a). 2

Remark 2.3. (a) The bijection in (2.2) endows 𝑋̌ with a complex structure. In fact,
because 𝑃0 is parabolic, 𝑋̌ has the structure of a smooth projective variety over ℂ.

(b) According to (2.1c), the points of 𝑋̌ can be identified with the set of equivalence
classes [𝑃, 𝜇], where 𝑃 is a parabolic subgroup of 𝐺 and 𝜇 is a cocharacter 𝜇 of 𝑃 such
that (𝑃, 𝜇) is conjugate under 𝐺(ℂ) to (𝑃0, 𝜇0); the classes [𝑃, 𝜇] and [𝑃′, 𝜇′] are equal if
and only if 𝑃 = 𝑃′ and 𝜇 and 𝜇′ define the same cocharacter of 𝑃∕𝑅𝑢𝑃.

(𝑐) For any faithful representation (𝑟, 𝑉) of 𝐺 it is obvious that 𝑋̌ can be identified
with the set of filtrations of 𝑉 conjugate to that defined by 𝜇0. Slightly less obviously, 𝑋̌
can also be identified with the set of filtrations of Lie(𝐺) conjugate to that defined by
ad ◦𝜇0.

By a global tensor of a sheaf 𝒱 of 𝒪𝑆-modules, we mean an element of Γ(𝑆, 𝑇𝑖𝑗𝒱) for

some 𝑖 and 𝑗, where 𝑇𝑖𝑗𝒱 = 𝒱⊗𝑖 ⊗𝒱∨⊗𝑗.

Proposition 2.4. Let 𝜇0 be a cocharacter of a reductive group 𝐺 over ℂ, and let 𝑋̌ =
𝐺(ℂ)∕𝑃0(ℂ) be the corresponding space of filtrations; let 𝑟∶ 𝐺 → GL(𝑉) be a faithful
representation of 𝐺, and let 𝒱 be the constant vector bundle 𝑋̌ × 𝑉 on 𝑋̌.

(a) There is a unique filtration of 𝒱 by algebraic subbundles such that the filtration on
each fibre 𝒱[𝑃,𝜇] is that defined by 𝜇.

(b) Let (𝑡𝛼) be a family of tensors of𝑉 such that 𝐺 is the subgroup ofGL(𝑉) fixing the 𝑡𝛼 .
Let 𝐹∙ be a filtration (by algebraic subbundles) of the constant vector bundle𝒱 ′ = 𝑆 ×𝑉 on
a smooth complex variety 𝑆, and let 𝑡′𝛼 be the global tensor (1, 𝑡𝛼) of 𝒱 ′. If for each 𝑠 ∈ 𝑆,
there is an isomorphism 𝒱 ′

𝑠
≈,→ 𝑉 of filtered vector spaces mapping each 𝑡′𝛼,𝑠 to 𝑡𝛼, then

there is a unique morphism 𝛾∶ 𝑆 → 𝑋̌ such that when we identify 𝛾∗𝒱 with 𝑆 ×𝑉 = 𝒱 ′ in
the obvious way, the filtrations on 𝛾∗𝒱 and 𝒱 ′ agree.

Proof. (a) Let 𝔉(𝑉) be the flag variety of filtrations on 𝑉 conjugate under GL(𝑉) to
that defined by 𝜇𝑜. Then the map sending Filt(𝜇) to the filtration on 𝑉 defined by 𝜇 is a
closed immersion of 𝑋̌ into𝔉(𝑉), and the pullback of the universal bundle on𝔉(𝑉) is
𝒱 . Clearly the filtration on the universal bundle induces the correct filtration on 𝒱 .

(b) For 𝑦 ∈ 𝔉(𝑉), let 𝐹∙𝑦 be the corresponding filtration of 𝑉. Then 𝑦 is in the
image of 𝑋̌ in 𝔉(𝑉) if and only if there is an isomorphism of filtered vector spaces
(𝑉, 𝐹∙0) → (𝑉, 𝐹∙𝑦) fixing each 𝑡𝛼 because such isomorphisms are defined by elements of
𝐺(ℂ). Therefore the map 𝑆 → 𝔉(𝑉) defined by 𝒱 and the universal property of 𝔉(𝑉)
factors through 𝑋̌, and the resulting map 𝑆 → 𝑋̌ has the correct properties. 2

Now let (𝐺, 𝑋) a connected Shimura datum.

Proposition 2.5. Let 𝑟∶ 𝐺ad
ℝ → GL(𝑉) be a faithful real representation of 𝐺ad, and let

𝐕 be the constant sheaf on 𝑋 defined by 𝑉.
(a) For each 𝑥 in 𝑋, 𝑟◦ℎ𝑥 is a Hodge structure on the stalk 𝐕𝑥(= 𝑉) of 𝐕; 𝐕, together

with these Hodge structures, is a variation of real Hodge structures on 𝑋.
(b) There exists a bilinear form 𝜓∶ 𝑉 ×𝑉 → ℝ defining a polarization of the real Hodge

structure (𝑟◦ℎ𝑥, 𝑉) for all 𝑥.
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(c) Let {𝑡𝛼} be a family of tensors of 𝑉 such that 𝐺ad
ℝ is the subgroup of GL(𝑉) fixing the

𝑡𝛼. Then, as 𝑥 runs through the points of 𝑋, the Hodge structures 𝐕𝑥 run through a
connected component of the set of all Hodge structures on 𝑉 for which the tensors 𝑡𝛼
are of type (0, 0).

Proof. See Deligne 1979, 1.1.14. 2

We now apply 2.2 and the preceding discussion to the group 𝐺ad and the cocharacter
𝜇0 corresponding to a point 𝑜 ∈ 𝑋. In particular, we define the dual space 𝑋̌ to be the
set of filtrations of 𝖱𝖾𝗉ℂ(𝐺

ad) conjugate under 𝐺ad(ℂ) to 𝜇0 (and hence to all 𝜇𝑥 for 𝑥 in
𝑋). It is the compact dual symmetric Hermitian space of 𝑋 in the usual sense (Helgason
1978, V.2). Note that 𝐺(ℂ) acts on 𝑋̌ through the map 𝐺(ℂ) → 𝐺ad(ℂ).

Proposition 2.6. Themap𝛽∶ 𝑋 → 𝑋̌ sending apoint𝑥 in𝑋 to the filtration of𝖱𝖾𝗉ℂ(𝐺
ad
ℂ )

defined by 𝜇𝑥 embeds 𝑋 as an open complex submanifold of 𝑋̌. For 𝑜 ∈ 𝑋, let 𝐾𝑜 be the
isotropy group at 𝑜 in 𝐺(ℝ)+, and let 𝑃𝑜 be the isotropy group at 𝑜 ∈ 𝑋̌ in 𝐺(ℂ); then
𝐾𝑜 = 𝑃𝑜 ∩ 𝐺(ℝ)+, and the inclusion of 𝐾𝑜 into 𝑃𝑜 identifies (𝐾𝑜)ℂ with a Levi subgroup of
𝑃𝑜; there is an equivariant commutative diagram

𝐺ad(ℝ)+∕𝐾𝑜 𝐺ad(ℂ)∕𝑃𝑜(ℂ)

𝑋 𝑋̌.

← →

←→ ≃ ←→ ≃

← →

Proof. This is proved inDeligne 1979, 1.1.14. Wemerely note that the injectivity of𝑋 →
𝑋̌ follows from the fact that the Hodge filtration determines the Hodge decomposition.2

The map 𝛽 is the Borel embedding of 𝑋 into 𝑋̌. Since 𝑋̌ is an algebraic variety, we
can speak of the variety 𝜏𝑋̌ for 𝜏 an automorphism of ℂ. We shall show that 𝜏𝑋̌ has a
natural realization as the dual of a Hermitian symmetric domain.

Recall (1.1)that for all automorphisms 𝜏 of ℂ, we have a canonical element 𝑧∞(𝜏) ∈
𝜏𝔖(ℂ).11 This gives rise to a canonical isomorphism

𝑔 ↦ 𝜏,𝑥𝑔 def= [𝑧∞(𝜏) ⋅ 𝑔]∶ 𝐺′(ℂ) → 𝜏,𝑥𝐺′(ℂ)

for a central extension 𝐺′ of 𝐺ad.

Proposition 2.7. Let 𝜏,𝑥𝑋̌ be the dualHermitian symmetric space associatedwith (𝜏,𝑥𝐺,𝜏,𝑥 𝑋).
For any special point𝑥 of𝑋, there is a unique isomorphism (of algebraic varieties) 𝜑∨𝜏,𝑥 ∶ 𝜏𝑋̌ →
𝜏,𝑥𝑋̌ such that

(i) the point 𝜏𝑥 is mapped to 𝜏𝑥, and
(ii) 𝜑∨𝜏,𝑥◦𝜏(𝑔) = ( 𝜏,𝑥𝑔)◦𝜑∨𝜏,𝑥, for all 𝑔 in 𝐺ad(ℂ).

11Misprint fixed.
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Proof. The uniqueness is obvious. For the existence, note that there is a commutative
diagram

𝐺ad(ℂ) 𝐺ad(ℂ) 𝜏,𝑥𝐺ad(ℂ)

𝑇(ℂ) 𝑇(ℂ) 𝑇(ℂ)

𝔾𝑚(ℂ) 𝔾𝑚(ℂ).

←→𝜏 ←→
𝑔↦𝜏,𝑥𝑔

← →𝜏

← →

← →id

← → ← →

←→

← →𝜇𝑥 ← →𝜏𝜇𝑥 ← →
𝜇𝜏𝑥

in which 𝑇 is a suitable subtorus of 𝐺ad. Let 𝑃𝑥, 𝑃′, and 𝑃′′ be the subgroups of 𝐺ad
ℂ , 𝐺

ad
ℂ ,

and 𝜏,𝑥𝐺ad
ℂ respectively fixing the filtrations defined by 𝜇𝑥, 𝜏𝜇𝑥, and 𝜇𝜏𝑥 . Then 𝑃

′ = 𝜏𝑃𝑥
and 𝑃′′ is a subgroup of 𝜏,𝑥𝐺ad

ℂ such that 𝑃′′(ℂ) = { 𝜏,𝑥𝑝 ∣ 𝜏−1𝑝 ∈ 𝑃(ℂ)}. On passing

to the quotients, we obtain maps 𝑋̌
𝜏
,→ 𝜏𝑋̌ → 𝜏,𝑥𝑋̌, and the second of these obviously

satisfies (i) and (ii). 2

Remark 2.8. (a) The subgroup 𝑃 of 𝐺ad is defined over the reflex field 𝐸 = 𝐸(𝐺ad, 𝑋),
and 𝜌𝑥 factors through 𝑇𝐸 ⊂ 𝑃. The subgroup 𝜏𝑃 of 𝐺ad still contains 𝑇 because 𝑇 is
defined over ℚ, and so we can use 𝜌𝑥 and 𝜏𝔖 to twist 𝜏𝑃. Clearly 𝜏,𝑥(𝜏𝑃) = 𝑃′′.

(b) Let 𝑥′ be a second special point of 𝑋. Then 𝜏,𝑥𝑔 ↦ 𝜏,𝑥′𝑔 is an isomorphism
𝜏,𝑥𝐺ad(ℂ) → 𝜏,𝑥′𝐺ad(ℂ) giving rise to a commutative diagram

𝐺ad(ℂ) 𝐺ad(ℂ) 𝜏,𝑥𝐺ad 𝑔 𝜏,𝑥𝑔

𝜏,𝑥′𝐺ad(ℂ) 𝜏,𝑥′𝑔.

←→𝜏 ← →
←

→

←→

↤→
↤

→ ↤→

On passing to the quotients, we obtain a commutative diagram

𝑋 𝜏𝑋 𝜏,𝑥𝑋̌

𝜏,𝑥′𝑋̌

←→𝜏 ←→
𝜑∨𝜏,𝑥

←

→𝜑∨
𝜏,𝑥′

←→ 𝜑∨(𝜏;𝑥′,𝑥)

3 The principal bundle 𝑌0(𝐺, 𝑋); statement of the
first main theorem

We begin by reviewing some elementary constructions from complex differential geome-
try (see for example Kobayishi and Nomizu 1963/69).

Let 𝑆 be a connected complex manifold, and let 𝜋1 = 𝜋1(𝑆, 𝑠) be the fundamental
group of 𝑆 regarded as the group of covering transformations of the universal covering
space 𝑆 of 𝑆 (acting on the left). A homomorphism 𝑟∶ 𝜋1(𝑆, 𝑠) → 𝐺 from 𝜋1(𝑆, 𝑠) into a
complex Lie group 𝐺 gives rise to a (right) principal 𝐺-bundle

𝑌(𝑟) =∼∖𝑆 × 𝐺, (𝛾𝑠, 𝑟(𝛾)𝑔) ∼ (𝑠, 𝑔)
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on 𝑆, and there is a canonical flat connection on 𝑌(𝑟). Every principal 𝐺-bundle 𝑌 over
𝑆 admitting a flat connection arises in this way.

Let 𝑉 be a complex vector space. A homomorphism 𝑟∶ 𝜋1(𝑆, 𝑠) → GL(𝑉) gives rise
to a vector bundle

𝒱(𝑟) =∼∖𝑆 × 𝑉, (𝛾𝑠, 𝑟(𝛾)𝑣) ∼ (𝑠, 𝑣)

on 𝑆, and there is a canonical flat connection on𝒱 . The sections of12 𝒱(𝑟) over any open
subset𝑈 of 𝑆 can be identifiedwith the isomorphisms 𝑎∶ 𝒪𝑈⊗𝑉 → 𝒱|𝑈 (trivializations
of 𝒱 over 𝑈).

Now suppose that 𝑟 factors through a reductive algebraic subgroup 𝐺 of GL(𝑉).
There will exist a finite family of tensors (𝑡𝛼) of 𝑉 such that 𝐺 is the subgroup fixing
the 𝑡𝛼. Each 𝑡𝛼 gives rise to a global tensor 𝑡′𝛼 of 𝒱 , and the sections of 𝑌(𝑟) over any
open subset 𝑈 can then be identified with the isomorphisms 𝑎∶ 𝒪𝑈 ⊗𝑉 → 𝒱|𝑈 under
which each 1 ⊗ 𝑡𝛼 corresponds to 𝑡′𝛼|𝑈 (trivializations of 𝒱 over 𝑈 respecting the 𝑡𝛼).

Proposition 3.1. In addition to the hypotheses in the last paragraph, assume that 𝑆 is
algebraic, that 𝒱 is an algebraic vector bundle on 𝑆, and that the tensors 𝑡′𝛼 are algebraic
sections of the 𝑇𝑖𝑗𝒱 . Then 𝑌(𝑟) is algebraic, and it represents the functor of 𝑆-varieties
whose value on 𝜋∶ 𝑇 → 𝑆 is the set of isomorphisms 𝑎∶ 𝒪𝑇 ⊗𝑉 → 𝜋∗𝒱 such that 1 ⊗ 𝑡𝛼
corresponds to 𝜋∗(𝑡′𝛼) for all 𝛼.

Proof. Suppose first that 𝐺 = GL(𝑉) (and there are no tensors). If 𝒱 is trivial, i.e.,
𝒱 = 𝒪𝑆⊗𝑉, then the functor is represented by𝐺𝑆. Since𝒱 is locally trivial for the Zariski
topology, it follows that the functor is represented by a 𝐺𝑆-torsor 𝑌, and it is obvious
from the discussion preceding the proposition that the analytic space associated with 𝑌
is 𝑌(𝑟). In the general case, the tensors 𝑡𝛼 define a 𝐺ℂ-subtorsor of the GL(𝑉)ℂ-torsor 𝑌
whose assocated analytic space is again 𝑌(𝑟). 2

We apply these remarks to a connected Shimura datum (𝐺, 𝑋). For each Γ ∈ Σ̃(𝐺),
Γ is the fundamental group of 𝑆0Γ and (by definition) Γ ⊂ 𝐺(ℚ) ⊂ 𝐺(ℂ). The above
construction gives us a principal 𝐺(ℂ)-bundle 𝑌0

Γ(𝐺, 𝑋) = Γ∖𝑋 × 𝐺(ℂ) over 𝑆0Γ(𝐺, 𝑋).
Because of our conventions, we are forced to turn this into a left principal bundle (by
making 𝑔 ∈ 𝐺(ℂ) act as 𝑔−1 in the natural action; that is, 𝑔[𝑥, 𝑐] = [𝑥, 𝑐𝑔−1]). For varying
Γ, these bundles form a projective system 𝑌0(𝐺, 𝑋), which can be regarded as a principal
𝐺(ℂ)-bundle over 𝑆0(𝐺, 𝑋). In the case that 𝐺 is simply connected

𝑌0(𝐺, 𝑋) = 𝐺(ℚ)∖𝑋 × 𝐺(ℂ) × 𝐺(𝔸𝑓)

with 𝑞 ∈ 𝐺(ℚ) acting on (𝑥, 𝑐, 𝑎) ∈ 𝑋 × 𝐺(ℂ) × 𝐺(𝔸𝑓) according to the rule

𝑞(𝑥, 𝑐, 𝑎) = (𝑞𝑥, 𝑞𝑐, 𝑞𝑎).

There is an action of𝐺ad(ℚ)+ on𝑌0(𝐺, 𝑋)∶ 𝑔 ∈ 𝐺ad(ℚ)+maps [𝑥, 𝑐]Γ ∈ Γ∖𝑋×𝐺(ℂ)
to [𝑔𝑥, ad(𝑔)𝑐]Γ′ ∈ Γ′∖𝑋×𝐺(ℂ), whereΓ′ = ad(𝑔)Γ. We let𝐺(ℚ) act on 𝑆0(𝐺, 𝑋) through
the map 𝐺(ℚ) → 𝐺ad(ℚ); this extends by continuity to an action of the closure 𝐺(ℚ)−+
of 𝐺(ℚ)+ in 𝐺(𝔸𝑓). Therefore 𝐺(ℂ) × 𝐺(ℚ)−+ and 𝐺ad(ℚ)+ both act on 𝑌0(𝐺, 𝑋). If
𝑞 ∈ 𝐺(ℚ)−+, then the element (𝑞, 𝑞) of 𝐺(ℂ)×𝐺(ℚ)

−
+ and the image of 𝑞 in 𝐺

ad(ℚ)+ have
the same action, and consequently we obtain an action of

𝒢(𝐺) def= (𝐺(ℂ) × 𝐺(ℚ)−+) ∗𝐺(ℚ)+ 𝐺
ad(ℚ)+

12Misprint fixed.
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on 𝑌0(𝐺, 𝑋). There are obvious homomorphisms 𝐺(ℂ) → 𝒢(𝐺) → 𝐺ad(ℚ)+∧, and the
action of 𝒢(𝐺) on 𝑌0(𝐺, 𝑋) is compatible via these maps with the actions of 𝐺(ℂ) and
𝐺ad(ℚ)+∧ on 𝑌0(𝐺, 𝑋) and 𝑆0(𝐺, 𝑋) respectively.

In the case that 𝐺 is simply connected, 𝐺(ℚ)−+ = 𝐺(𝔸𝑓), and the actions are given by

𝑎[𝑥, 𝑧, 𝑔] = [𝑥, 𝑧, 𝑔𝑎−1], 𝑥 ∈ 𝑋, 𝑧 ∈ 𝐺(ℂ), 𝑎, 𝑔 ∈ 𝐺(𝔸𝑓),
𝑐[𝑥, 𝑧, 𝑔] = [𝑥, 𝑧𝑐−1, 𝑔], 𝑥 ∈ 𝑋, 𝑐, 𝑧 ∈ 𝐺(ℂ), 𝑔 ∈ 𝐺(𝔸𝑓).

In the general case, 𝒢(𝐺) is generated by the images of 𝐺(ℂ), 𝐺̃(𝔸𝑓), and 𝐺ad(ℚ)+.
Now let 𝑟∶ 𝐺ℂ → GL(𝑉) be a representation of 𝐺ℂ. In this case we obtain a vector

bundle 𝒱(𝑟) on 𝑆0(𝐺, 𝑋) together with an action of 𝐺(ℚ)+− on 𝒱(𝑟).

Proposition 3.2. The principal 𝐺(ℂ)-bundle 𝑌0(𝐺, 𝑋) is algebraic, and the elements of
𝒢(𝐺) act algebraically on it.

We shall need to use the following result.

Lemma 3.3. Let 𝑆 be an algebraic variety embedded as an open subvariety of a complete
algebraic variety 𝑆̄.
(a) If 𝑆̄ ∖ 𝑆 has codimension ≥ 3, then the functor ℱ ⇝ ℱan taking an algebraic vec-

tor bundle on 𝑆 to its associated analytic vector bundle defines an equivalence of
categories.

(b) If 𝑆̄ ∖𝑆 has codimension≥ 2, thenℱ ⇝ ℱan is fully faithful, and Γ(𝑆,ℱ) = Γ(𝑆,ℱan).

Proof. This follows from theorems of Serre, Grothendieck, Siu, and Trautmann; see
Hartshorne 1970, p. 222. 2

We first prove the proposition under the assumption that the boundary of 𝑆0Γ(𝐺, 𝑋)
in its Baily-Borel compactification has codimension ≥ 3. Choose a faithful representa-
tion 𝑟∶ 𝐺 → GL(𝑉) of 𝐺, and let (𝑡𝛼) be a finite family of tensors of 𝑉 such that 𝐺 is
the subgroup of GL(𝑉) fixing the 𝑡𝛼. Then (3.3a) shows that the sheaf 𝒱Γ on 𝑆0Γ(𝐺, 𝑋)
corresponding to 𝑉 is algebraic, and (3.3b) shows that the global tensors 𝑡′𝛼 are algebraic.
It now follows from Proposition 3.1 that 𝑌0

Γ(𝐺, 𝑋) is algebraic. An element of 𝐺(ℚ)
−
+

acts as an algebraic morphism on the family (𝑌0
Γ(𝐺, 𝑋)) because (3.3a) shows that it does

so on the family (𝒱Γ). On applying this to 𝐺ad we find that an element of 𝐺ad(ℚ)+ acts
algebraically on 𝑌0

Γ(𝐺
ad, 𝑋), and therefore on 𝑌0

Γ(𝐺, 𝑋), because 𝑌
0
Γ(𝐺, 𝑋) is a finite cov-

ering of 𝑌0
Γ(𝐺

ad, 𝑋). Finally an element of 𝐺(ℂ) acts algebraically on 𝑌0(𝐺, 𝑋) because
it defines a morphism of the functor that 𝑌0(𝐺, 𝑋) represents.

Next we assume that the boundary has codimension ≥ 2. In this case, there will be
a totally real field 𝐹 and a pair (𝐺∗, 𝑋∗) with 𝐺∗ = Res𝐹∕ℚ 𝐺 such that the boundary of
𝑆0Γ(𝐺∗, 𝑋∗) has codimension ≥ 3 and the natural map 𝐺 → 𝐺∗ sends 𝑋 into 𝑋∗. Choose
a faithful representation 𝑟∗ of 𝐺∗, and let 𝑟 be its restriction to 𝐺. Then the sheaf 𝒱 on
𝑆0(𝐺, 𝑋) defined by 𝑟 is obtained by restriction from the similar sheaf on 𝑆0(𝐺∗, 𝑋∗), and
so it is algebraic. Moreover the global tensors of 𝒱 are again algebraic, and so the same
argument as before applies.

In the only remaining case, the boundary has codimension = 1. But then 𝐺 is SL2 or
PGL2, and the result is easy to prove, for example, by making use of the universal elliptic
curve (cf. §6).
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Proposition 3.4. Let 𝑟∶ 𝐺 → GL(𝑉), (𝑡𝛼), and (𝑡′𝛼) be as above. For any morphism
𝜋∶ 𝑇 → 𝑆0(𝐺, 𝑋) of 𝒢(𝐺)-varieties and equivariant isomorphism 𝑎∶ 𝒪𝑇⊗𝒱 ≈,→ 𝜋∗𝑉(𝑟)
such that 1 ⊗ 𝑡𝛼 ↔ 𝜋∗(𝑡′𝛼) for all 𝛼, there is a unique 𝒢(𝐺)-equivariant 𝑆0-morphism
𝜓∶ 𝑇 → 𝑌0(𝐺, 𝑋) such that 𝑎 is the inverse image of 𝑎0.

Proof. This follows easily from 3.1. 2

Proposition 3.5. There is a canonical 𝐺(ℂ)-equivariant map

𝛾(𝐺, 𝑋)∶ 𝑌0(𝐺, 𝑋) → 𝑋̌.

Proof. As there is a canonical map 𝑌0(𝐺, 𝑋) → 𝑌0(𝐺ad, 𝑋), and 𝑋̌ is unchanged when
𝐺 is replaced by 𝐺ad, we may assume that 𝐺 = 𝐺ad. Let 𝑟∶ 𝐺 → GL(𝑉) be a faithful
representation of𝐺 such that the corresponding vector bundle𝒱 on 𝑆0(𝐺, 𝑋) is algebraic,
and consider the constant vector bundle 𝒱Γ = 𝑌0

Γ(𝐺, 𝑋) × 𝑉. According to (3.1), an
element 𝑦 ∈ 𝑌0

Γ can be identified with an isomorphism 𝑎𝑦 ∶ 𝑉
≈,→ (𝒱Γ)𝑦. Endow (𝒱Γ)𝑦

with the Hodge filtration defined by the Hodge structure 𝑎𝑦◦𝑟◦ℎ𝑥 ∶ 𝕊 → GL((𝒱Γ)𝑦),
where𝑥Γ is the image of 𝑦 in 𝑆0Γ(𝐺, 𝑋). Then (2.4b) shows that there is a uniquemorphism
of algebraic varieties 𝛾Γ∶ 𝑌Γ(𝐺, 𝑋) → 𝑋̌ such that 𝛾∗Γ(𝒱) ≈ 𝒱Γ as filtered vector bundles.
For varying Γ, the 𝛾Γ form a projective system, that is, a morphism 𝛾∶ 𝑌0(𝐺ad, 𝑋) → 𝑋̌.
This map commutes with the actions of 𝐺(ℂ). 2

Remark 3.6. (a) The composite of the canonical map 𝑋 → 𝑌0(𝐺, 𝑋)with 𝛾(𝐺, 𝑋) is the
Borel embedding 𝛽.

(b) When 𝐺 is simply connected, 𝛾 is the map

[𝑥, 𝑐, 𝑎] ↦ 𝑐−1𝛽(𝑥), 𝑥 ∈ 𝑋, 𝑐 ∈ 𝐺(ℂ), 𝑎 ∈ 𝐺(𝔸𝑓).

Let 𝜏 be an automorphism of ℂ, and let 𝑥 be a special point of 𝑋. The point
(𝑧∞(𝜏), sp(𝜏)) ∈ 𝜏𝔖(𝔸′) defines an isomorphism

𝑔 ↦ 𝜏,𝑥𝑔∶ 𝐺(𝔸′) →𝜏,𝑥𝐺(𝔸′).

(Recall that 𝔸′ = ℂ × 𝔸𝑓.)

Proposition 3.7. There is a canonical map

𝑔 ↦ 𝜏,𝑥𝑔∶ 𝒢(𝐺) → 𝒢(𝜏,𝑥𝐺)

compatible with the above map.

Proof. For simplicity, we first prove this under the assumption that 𝐺 is simply con-
nected. Choose a pair (𝐺1, 𝑋1) as in (A.4) of the Appendix. Let𝐻 be the torus 𝐺1∕𝐺, and
let 𝜈 be the map 𝐺1 → 𝐻. As in 1.5, we write 𝐻(ℝ)+ for 𝜈(𝑍1(ℝ)) ⊂ 𝐻(ℝ) and 𝐻(ℚ)+
for𝐻(ℚ)∩𝐻(ℝ)+. Because of (A.4c), every 𝑞 ∈ 𝐺ad(ℚ)+ lifts to an element 𝑞 ∈ 𝐺1(ℚ)+,
and one checks immediately that (𝑐, 𝑎)∗𝑞 ↦ [𝑐𝑞, 𝑎𝑞] is a well-defined homomorphism
𝒢(𝐺) → 𝐺1(𝔸′)∕𝑍1(ℚ). 2

Lemma 3.8. There is an exact sequence

0 → 𝒢(𝐺) → 𝐺1(𝔸′)∕𝑍1(ℚ)
𝜈
,→ 𝐻(𝔸′)∕𝐻(ℚ)+ → 0.
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Proof. We first show that the second map is surjective. For this it suffices to show
that 𝜈 defines a surjection 𝐺1(𝔸𝑓) → 𝐻(𝔸𝑓). Choose ℤ-structures on 𝐺1 and𝐻. Then
Lang’s lemma applied to the reduction of 𝐺 shows that 𝐺1(ℤ𝑝) → 𝐻(ℤ𝑝) is surjective
for almost all 𝑝. It therefore suffices to show that 𝐺1(ℚ𝑝) → 𝐻(ℚ𝑝) is surjective for all
𝑝, but this follows from the fact that𝐻1(ℚ𝑝, 𝐺) = 0 for all finite primes 𝑝.

Next we prove the exactness at the middle term. From the diagram

0 𝑍1(ℝ) 𝐺1(ℝ) 𝐺ad(ℝ) 0

𝑍1(ℝ) 𝐻(ℝ) 𝐻(ℝ)∕𝜈(𝑍1(ℝ)) 0

←→ ←→
⇐⇐

← →

←→ 𝜈

← →

←→

←→ ←→ ←→

we see that𝐺ad(ℝ)+maps into the identity component of𝐻(ℝ)∕𝜈(𝑍1(ℝ)). But𝐻(ℝ)∕𝜈(𝑍1(ℝ))
is discrete, and so 𝐺ad(ℝ)+ maps into 𝜈(𝑍1(ℝ)). It follows from this that 𝒢(𝐺)maps to
zero under the composite of the two maps.

Suppose that 𝜈(𝑐, 𝑎) ∈ 𝐻(ℚ)+ × 𝐻(ℚ)+ for some (𝑐, 𝑎) ∈ 𝐺1(ℂ) × 𝐺1(𝔸𝑓), say
𝜈(𝑐, 𝑎) = (𝑞, 𝑞). Consider the diagram

𝐺1(ℚ) 𝐻(ℚ) 𝐻1(ℚ, 𝐺)

𝐺1(ℝ) 𝐻(ℝ) 𝐻1(ℝ, 𝐺).

←→

←→

←→

←→ ←→

←→ ←→

The image of 𝑞 in𝐻(ℝ) lifts to 𝑍1(ℝ) ⊂ 𝐺1(ℝ) because it lies in𝐻(ℝ)+. Therefore the
image of 𝑞 in 𝐻1(ℚ, 𝐺) maps to zero in 𝐻1(ℝ, 𝐺), which implies that it is zero by the
Hasse principle. Hence 𝑞 lifts to an element 𝑞 in 𝐺1(ℚ). Now 𝜈(𝑐𝑞−1, 𝑎𝑞−1) = 1, and so
𝑐′ def= 𝑐𝑞−1 and 𝑎′ def= 𝑎𝑞−1 lie in 𝐺(ℂ) and 𝐺(𝔸𝑓) respectively. Let 𝑞̄ be the image of 𝑞 in
𝐺ad(ℚ). Then (𝑐′, 𝑎′) ∗ 𝑞̄ ∈ 𝒢(𝐺), and it maps to (𝑐, 𝑎)mod (𝑍1(ℚ)).

Finally we prove the exactness at the first term. Let (𝑐, 𝑎) ∗ 𝑞 ∈ 𝐺ad(ℚ)+∧, and
choose a lifting 𝑞 of 𝑞 to 𝐺1(ℚ). If (𝑐, 𝑎) ∗ 𝑞 maps to zero in 𝐺1(𝔸′)∕𝑍1(ℚ), then there
exists a 𝑧 ∈ 𝑍1(ℚ) such that (𝑐𝑞, 𝑎𝑞) = (𝑧, 𝑧). Now 𝑐 = 𝑧𝑞−1 ∈ 𝐺(ℂ) ∩ 𝐺1(ℚ) = 𝐺(ℚ);
write it 𝑞′. Then 𝑞′𝑞 ∈ 𝑍1(ℚ), and so the image of 𝑞′ in 𝐺ad(ℚ) is 𝑞−1. Consequently,
(𝑞′, 𝑞′) ∗ 𝑞 = 1, but (𝑞′, 𝑞′) ∗ 𝑞 = (𝑐, 𝑎) ∗ 𝑞. 2

We now return to the proof of the proposition. If 𝑧 ∈ 𝑍1(ℚal) then the element [𝑠 ⋅ 𝑧]
of 𝜏,𝑥𝐺1(ℚal) is independent of 𝑠. Therefore 𝑧 ↦ [𝑠 ⋅ 𝑧] is an inclusion 𝑍 → 𝜏,𝑥𝐺1, and
the map

𝑔 ↦ 𝜏,𝑥𝑔 = [(𝑧∞(𝜏), sp(𝜏)).𝑔]∶ 𝐺1(𝔸) → 𝜏,𝑥𝐺1(𝔸′)

induces the identity map on 𝑍1(𝔸′). In particular it maps 𝑍1(ℚ) ⊂ 𝐺1(𝔸′) into 𝑍1(ℚ) ⊂
𝜏,𝑥𝐺1(𝔸′), and so we have a map 𝜓∶ 𝐺1(𝔸′)∕𝑍1(ℚ) → 𝜏,𝑥𝐺1(𝔸′)∕𝑍1(ℚ). Since 𝑔 ↦
𝜏,𝑥𝑔∶ 𝐺1(𝔸) → 𝜏,𝑥𝐺1(𝔸′) induces the identity map on𝐻(𝔸′), 𝜓 maps 𝒢(𝐺) into 𝒢(𝜏,𝑥𝐺),
and this is the map we want.

When 𝐺 is not simply connected, then 𝒢(𝐺) is the quotient of 𝒢(𝐺̃) by

𝒢(𝐺̃, 𝐺) def= Ker(𝑍̃(𝔸′)∕𝑍̃(ℚ) → 𝑍(𝔸′)∕𝑍(ℚ)),

where 𝑍̃ and 𝑍 are the centres of 𝐺̃ and 𝐺 respectively. There is a canonical isomor-
phism 𝒢(𝐺̃, 𝐺) ≃,→ 𝒢(𝜏,𝑥𝐺̃,𝜏,𝑥 𝐺) and 𝑔 ↦ 𝜏,𝑥𝑔∶ 𝒢(𝐺̃) → 𝒢(𝜏,𝑥𝐺̃) is compatible with
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this isomorphism (cf. the above discussion involving 𝑍1). Hence the map 𝑔 ↦ 𝜏,𝑥𝑔 on
𝒢(𝐺) can be defined by passing to the quotient with the map 𝑔 ↦ 𝜏,𝑥𝑔 on 𝒢(𝐺̃). From

the pair (𝜏,𝑥𝐺,𝜏,𝑥 𝑋) and the special point 𝜏𝑥 of 𝜏,𝑥𝑋, we can construct a 𝜏,𝑥𝐺(ℂ)-torsor
𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋), a flat connection 𝜏,𝑥∇, an action 𝜏,𝑥𝑎 of 𝒢(𝐺) on (𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋),𝜏,𝑥 ∇), and
a point 𝜏𝑦 on 𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋).

Proposition 3.9. Let 𝑥′ be a second special point. There is a canonical isomorphism
𝜑𝑌(𝜏; 𝑥′, 𝑥)∶ 𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋) → 𝑌0(𝜏,𝑥′𝐺,𝜏,𝑥′ 𝑋) such that
(i) 𝜑𝑌(𝜏; 𝑥′, 𝑥) is compatible with the flat connections;
(ii) 𝜑𝑌(𝜏; 𝑥′, 𝑥)◦( 𝜏,𝑥𝑔) = (𝜏,𝑥′𝑔)◦𝜑𝑌(𝜏; 𝑥′, 𝑥) for all 𝑔 ∈ 𝒢(𝐺);
(iii) the following diagram commutes

𝜏,𝑥𝑋̌ 𝜏,𝑥′𝑋̌

𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋) 𝑌0(𝜏,𝑥′𝐺,𝜏,𝑥′ 𝑋)

𝑆0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋) 𝑆0(𝜏,𝑥′𝐺,𝜏,𝑥′ 𝑋).

← →
𝜑∨(𝜏;𝑥′,𝑥)

← →𝛾

←→

← →
𝜑𝑌(𝜏;𝑥′,𝑥)

← →𝛾

←→

← →
𝜑0(𝜏;𝑥′,𝑥)

Proof. The proof of 1.3 applies with minor modifications. For simplicity, we first
assume that 𝐺 is simply connected. Choose a pair (𝐺1, 𝑋1) (with the weight equal
to zero) and an isomorphism 𝑡 ∶ 𝜌𝑥1∗(

𝜏𝔖) ≃,→ 𝜌𝑥′1∗(
𝜏𝔖), as in the proof of 1.3. Again 𝑡

defines an isomorphism 𝑓1∶ 𝜏,𝑥𝐺1
≃,→ 𝜏,𝑥′𝐺1. Let 𝑠 and 𝑠′ be the images of (𝑧∞(𝜏), sp(𝜏))

in 𝜌𝑥1∗(
𝜏𝔖)(𝔸′) and 𝜌𝑥′1∗(

𝜏𝔖)(𝔸′) respectively. Then there is an element 𝛾1 ∈ 𝜏,𝑥𝐺1(𝔸′)
such that 𝑡1(𝑠𝛾1) = 𝑠′. The same argument as in the proof of 1.3 shows that the image of
𝛾1 in𝐻(𝔸′) lies in its subgroup𝐻(ℚ), and the Remark 1.5 shows that it lies in𝐻(ℚ)+ ⊂
𝐻(ℚ). Therefore, according to 3.8, the image 𝛾 of 𝛾1 in 𝜏,𝑥𝐺1(𝔸′)∕𝜏,𝑥𝑍1(ℚ) lies in 𝒢(𝜏,𝑥𝐺).
Now 𝜑0(𝜏; 𝑥′, 𝑥) can be defined to be 𝑌0(𝑓)◦(𝛾) where 𝑓 is the restriction of 𝑓1 to 𝜏,𝑥𝐺.

In the case that 𝐺 is not simply connected, first construct the diagram for (𝐺̃, 𝑋), and
then pass to the appropriate quotients. 2

Theorem 3.10. Let (𝐺, 𝑋) be a connected Shimura datum, and let 𝑥 be a special point of
𝑋. For any automorphism 𝜏 of ℂ, there is a unique isomorphism

𝜑𝑌𝜏,𝑥 ∶ 𝜏𝑌0(𝐺, 𝑋) → 𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋)

lying over 𝜑0𝜏,𝑥 and such that
(i) 𝜏𝑦 is mapped to 𝜏𝑦;
(ii) 𝜑𝑌𝜏,𝑥◦𝜏(𝑔) = (𝜏,𝑥𝑔)◦𝜑𝑌𝜏,𝑥 for all 𝑔 ∈ 𝒢(𝐺).

Moreover,

(iii) 𝜑𝑌𝜏,𝑥 is compatible with the flat connections on 𝜏𝑌0(𝐺, 𝑋) and 𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋).
If 𝑥′ is a second special point, then 𝜑𝑌(𝜏; 𝑥′, 𝑥)◦𝜑𝑌𝜏,𝑥 = 𝜑𝑌𝜏,𝑥′ .

Proof. We prove only the uniqueness of 𝜑𝑌𝜏,𝑥 here; the proof of the existence will occupy
§6 –§9.
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Let 𝜑1 and 𝜑2 be two maps 𝜏𝑌0(𝐺, 𝑋) → 𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋) satisfying the conditions
(i) and (ii), and let 𝑍 be the closed subset of 𝜏𝑌0(𝐺, 𝑋) on which the two maps agree.
Then (ii) shows that 𝑍 contains a fibre of the map 𝜋∶ 𝜏𝑌0(𝐺, 𝑋) → 𝜏𝑆0(𝐺, 𝑋) whenever
it contains a single point of the fibre. Therefore 𝑍 = 𝜋−1(𝑍′) for some subset 𝑍′ of
𝜏𝑆0(𝐺, 𝑋), and because 𝑍 is closed, so also must be 𝑍′. Condition (i) shows that 𝑍′
contains 𝜏[𝑥], and (ii) then shows that it contains all translates of 𝜏[𝑥] by elements of
𝐺ad(ℚ)+∧. As these points make up a dense subset of 𝑆0(𝐺, 𝑋) for the Zariski topology,
it follows that 𝑍′ = 𝑆0(𝐺, 𝑋) and 𝑍 = 𝑌0(𝐺, 𝑋). 2

Corollary 3.11. Assume that there is a map 𝜑𝑌𝜏,𝑥 as in the theorem; then there a com-
mutative diagram:

𝜏𝑋̌ 𝜏,𝑥𝑋̌

𝜏𝑌0(𝐺, 𝑋) 𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋)

𝜏𝑆0(𝐺, 𝑋) 𝑆0(𝜏,𝑥𝐺, 𝜏,𝑥𝑋)

← →
𝜑∨𝜏,𝑥

← →𝜏𝛾

←→
𝜑𝑌𝜏,𝑥

←→

← →𝛾

←→

←→
𝜑0𝜏,𝑥

The two upper maps are compatible with the map 𝑔 ↦ 𝜏,𝑥𝑔∶ 𝐺(ℂ) → 𝜏,𝑥𝐺(ℂ).

Proof. It remains to prove that the upper square commutes, i.e., that the two maps
𝜑∨𝜏,𝑥◦𝜏𝛾(𝐺, 𝑋) and 𝛾(𝜏,𝑥𝐺,𝜏,𝑥 𝑋)◦𝜑𝑌𝜏,𝑥 are equal. They are maps 𝜏𝑌0(𝐺, 𝑋) → 𝜏,𝑥𝑋̌, and
we know that they agree at 𝜏𝑦. Both maps are constant on the orbits of 𝐺(ℚ)−+ in
𝜏𝑌0(𝐺, 𝑋), and so they agree on all translates of 𝑦. Finally, bothmaps are compatible with
the map 𝑔 ↦ 𝜏,𝑥𝑔∶ 𝐺(ℂ) → 𝜏,𝑥𝐺(ℂ), and so they agree on a fibre of 𝜋∶ 𝜏𝑌0(𝐺, 𝑋) →
𝜏𝑆0(𝐺, 𝑋) when they agree at a single point. The argument in the preceding proof now
shows that the closed subset where the maps agree is the whole of 𝜏𝑌0(𝐺, 𝑋). 2

4 Automorphic vector bundles
In this section we define automorphic vector bundles, and discuss some of their structure.
For a similar discussion in the case of nonconnected Shimura varieties, see Harris 1985,
§3.

Let (𝐺, 𝑋) be a connected Shimura datum, and let𝛽∶ 𝑋 → 𝑋̌ be the Borel embedding.
The action of 𝐺(ℝ)+ on 𝑋 extends to a transitive action of 𝐺(ℂ) on 𝑋̌. Since 𝑋̌ is a
projective algebraic variety, every holomorphic vector bundle on 𝑋̌ is algebraic. By a
𝐺ℂ-vector bundle on 𝑋̌, we mean a vector bundle (𝒥, 𝑝) on 𝑋̌ together with an action of
𝐺ℂ on 𝒥 (as an algebraic variety) such that
(a) 𝑝(𝑔 ⋅ 𝑤) = 𝑔 ⋅ 𝑝(𝑤) for all 𝑔 ∈ 𝐺(ℂ), 𝑤 ∈ 𝒥;
(b) the maps 𝑔∶ 𝒥𝑥 → 𝒥𝑔𝑥 are linear for all 𝑔 ∈ 𝐺(ℂ) and 𝑥 ∈ 𝑋̌.

Such a vector bundle restricts to a 𝐺(ℝ)+-vector bundle 𝒱 = 𝛽∗𝒥 on 𝑋, and for each
Γ ∈ Σ̃(𝐺), 𝒱Γ

def= Γ∖𝒱 is a vector bundle on Γ∖𝑋 = 𝑆0Γ(𝐺, 𝑋). The family 𝒱 = (𝒱Γ) forms
a projective system, and there is a natural action of 𝐺(ℚ)+ on 𝒱

𝑔∶ Γ∖𝒱 → 𝑔Γ𝑔−1∖𝒱, 𝑣(mod Γ) ↦ 𝑔𝑣(mod 𝑔Γ𝑔−1),
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which extends by continuity to the closure 𝐺(ℚ)−+ of 𝐺(ℚ)+ in 𝐺(𝔸𝑓). A 𝐺(ℚ)−+-vector
bundle𝒱 on 𝑆0(𝐺, 𝑋) arising in this way from a𝐺(ℂ)-vector bundle 𝒥 on 𝑋̌ will be called
an automorphic vector bundle. We sometimes write 𝒱 = 𝒱(𝒥). For each 𝑥 in 𝑋, the fibre
(𝒱Γ)𝑥Γ = 𝒱𝑥 = 𝒥𝛽(𝑥), and so 𝒱 [𝑥]

def= lim←,,(𝒱Γ)𝑥Γ = 𝒥𝛽(𝑥).
When 𝐺 is simply connected, 𝒱 is the 𝐺(𝔸𝑓)-vector bundle

𝒱 = 𝐺(ℚ)∖𝒱 × 𝐺(𝔸𝑓)

on 𝑆0(𝐺, 𝑋) = 𝐺(ℚ)∖𝑋 × 𝐺(𝔸𝑓), and the action of 𝑎 ∈ 𝐺(𝔸𝑓) is given by

𝑎[𝑣, 𝑔] = [𝑣, 𝑔𝑎−1].

On the other hand, when the action of 𝐺(ℂ) on 𝒥 factors through 𝐺ad(ℂ), then we can
regard 𝒱 as being the projective system (Γ∖𝒱), Γ ∈ Σ(𝐺), and the action of 𝐺ad(ℚ)∧+ on
𝑆0(𝐺, 𝑋) lifts to 𝒥.

We wish to show that automorphic vector bundles are algebraic, but first we need a
lemma.

Lemma 4.1. Let 𝐺 be an affine algebraic group over a field 𝑘, and let 𝜋∶ 𝑌 → 𝑆 be a
torsor for 𝐺𝑆 over an algebraic variety 𝑆.
(a) The functor 𝒱 ↦ 𝜋∗𝒱 defines an equivalence between the category of vector bundles

on 𝑆 and the category of 𝐺-vector bundles on 𝑌.
(b) If 𝑌 has a flat 𝐺-connection, then to give a (flat) connection on 𝒱 is the same as to

give a (flat) 𝐺-connection on 𝜋∗𝒱 .

Proof. (a) This follows from descent theory: the map 𝜋 is faithfully flat, and because
𝑌 is a 𝐺-torsor, to give a descent datum on an 𝒪𝑌-module 𝒱 ′ is the same as giving a
𝐺-action on it. That 𝜋∗(𝒱) is locally free if and only if 𝒱 is locally free follows from the
fact that a coherent module is locally free if and only if it is flat.

(b) Again this is a straightforward application of descent theory. 2

Proposition 4.2. The vector bundle𝒱(𝒥) is obtained by descent from 𝛾∗(𝒥); hence𝒱 and
the action of 𝐺(ℚ)−+ on it are algebraic.

Proof. The first statement is obvious from the commutative diagram:

𝑋 𝑌0(𝐺, 𝑋) 𝑋̌

𝑆0(𝐺, 𝑋).

←→←

→

←→
𝛾

←→

The second statement follows from the first (because of 3.2). 2

Obviously, a section of 𝒱Γ over 𝑆0Γ gives rise to a section of 𝒱 over 𝑋. We define an
automorphic form of type 𝒥 and level Γ to be a section of (the analytic vector bundle)
𝒱 over 𝑋 that arises from a section of (the algebraic vector bundle) 𝒱Γ. Thus an auto-
morphic form of type 𝒥 and any level is an element of the union

⋃
Γ(𝑆0Γ, 𝒱Γ)′, where

Γ(𝑆0Γ, 𝒱Γ)′ denotes the image of Γ(𝑆0Γ, 𝒱Γ) in Γ(𝑋,𝒱). When𝐺ad has noℚ-rational factors
isomorphic to PGL2, then the boundary of 𝑆0Γ in its Baily-Borel compactification has
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codimension ≥ 2, and so Γ(𝑆0Γ, 𝒱Γ) = Γ(𝑆0Γ, 𝒱
an
Γ ) (see 3.3). Therefore, in this case, an

automorphic form of type 𝒥 and level Γ is simply a holomorphic section of 𝒱 over 𝑋
fixed under the action of Γ.

Let 𝑜 be a point of 𝑋, and regard it also as a point of 𝑋̌. The isotropy group at 𝑜 in 𝐺ℂ
is a parabolic subgroup 𝑃𝑜 of 𝐺ℂ, and the action of 𝐺ℂ on 𝒥 induces a linear action of 𝑃𝑜
on the fibre 𝒥𝑜 of 𝒥.

Proposition 4.3. The map 𝒥 ↦ 𝒥𝑜 defines an equivalence between the category of 𝐺ℂ-
vector bundles 𝒥 on 𝑋̌ and 𝖱𝖾𝗉ℂ(𝑃𝑜).

Proof. This is standard; the vector bundle corresponding to a representation (𝑟, 𝑉) of
𝑃𝑜 is 𝒥 = 𝐺ℂ × 𝑉∕𝑃𝑜. 2

Remark 4.4. Let 𝑉 = 𝒥𝑜. If 𝑟∶ 𝑃𝑜 → GL(𝑉) extends to a representation (𝑟, 𝑉) of 𝐺,
then the map

(𝑔, 𝑣) ↦ [𝑔, 𝑟(𝑔)−1𝑣]∶ 𝐺ℂ × 𝑉 → 𝒥

induces an isomorphism 𝑋̌ × 𝑉 → 𝒥, and so 𝒱(𝒥) is the vector bundle associated with
(𝑟, 𝑉) (as in §3).

Recall 2.6, that there is an equivariant commutative diagram

𝐺(ℝ)+∕𝐾𝑜 𝐺(ℂ)∕𝑃𝑜(ℂ)

𝑋 𝑋̌

← →

←→ ←→

← →

with 𝐾𝑜 a maximal compact subgroup of 𝐺(ℝ)+. If we let 𝑅𝑢𝑃𝑜 denote the unipotent
radical of 𝑃𝑜, then 𝐾𝑜 → 𝑃𝑜 defines an isomorphism (𝐾𝑜)ℂ → 𝑃𝑜∕𝑅𝑢𝑃𝑜. Now 4.3 has
the following corollary.

Corollary 4.5. There are natural one-to-one correspondences between isomorphism
classes of the following objects:

(a) 𝐺ℂ-vector bundles 𝒥 such that 𝑅𝑢𝑃𝑜 acts trivially on 𝒥𝑜;
(b) semisimple complex representations of 𝑃𝑜;
(c) representations of 𝐾𝑜ℂ on complex vector spaces;
(d) representations of 𝐾𝑜 on complex vector spaces.

Proof. A representation of 𝑃𝑜 is semisimple if and only if it is trivial on 𝑅𝑢𝑃𝑜. Therefore
the correspondence between (a) and (b) follows from 4.3. We saw above that 𝐾𝑜ℂ =
𝑃𝑜∕𝑅𝑢𝑃𝑜, which proves the correspondence between the objects in (𝑐) and those in (a)
and (b). Since 𝐾𝑜 is the compact form of 𝐾𝑜ℂ, the correspondence between (c) and (d) is
part of Weyl’s unitary trick. 2

In the next two remarks we show that certain automorphic vector bundles have
additional structures.

Remark 4.6. Suppose that 𝒥 is a 𝐺ad
ℂ -vector bundle on 𝑋̌ (rather than a 𝐺ℂ-vector bun-

dle). Then at each point [𝑃𝑥, 𝜇𝑥] of 𝑋̌, 𝜇𝑥 defines a filtration on the fibre 𝒥𝑥. These
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filtrations vary holomorphically and define a filtration of 𝐹∙𝒥 of 𝒥 by 𝐺(ℂ)-stable sub-
bundles,

⋯ ⊃ 𝐹𝑝𝒥 ⊃ 𝐹𝑝+1𝒥 ⊃ ⋯ .

For each 𝑝, 𝐹𝑝𝒥 is the 𝐺ad(ℂ)-vector bundle defined by the subrepresentation of 𝑃𝑜
on (𝐹𝑝𝒥)𝑜. This filtration induces a holomorphic filtration of 𝒱 by 𝐺ad(ℝ)+-stable
subbundles, and a filtration of 𝒱 by 𝐺ad(ℚ)+∧-stable algebraic subbundles 𝐹𝑝𝒱 . For
each 𝑥 in 𝑋, the action of ℎ𝑥 on 𝒱𝑥 defines a splitting of the filtration,

𝐹𝑝𝒱𝑥 =
⨁

(𝒱)𝑝′,𝑞′ , (𝒱)𝑝′,𝑞′ = {𝑣| ℎ(𝑧)𝑣 = 𝑧−𝑝′ 𝑧̄−𝑞′𝑣},

and these splittings define a decomposition of the 𝐶∞-bundle 𝒱∞ def= 𝒪𝑋∞ ⊗𝒱 ,

𝒱∞ ≃,→
⨁

(𝒱)𝑝,𝑞.

(The splitting is 𝐶∞ because (𝒱)𝑝.𝑞 = 𝐹𝑝 ∩ 𝐹̄𝑞, and the filtration 𝐹̄∙ is anti-holomorphic.

Remark 4.7. In the case that 𝒥 arises from a representation of 𝐺 (rather than of 𝑃𝑜), it
is possible to define local systems underlying the automorphic vector bundles. Before
explaining this, we recall the correspondence between local systems and vector bundles
with flat connection (see for example Deligne 1970, I.2). Let 𝑆 be a connected complex
manifold, and consider the tensor category of pairs (𝒱,∇) with 𝒱 an analytic vector
bundle on 𝑆 and∇ a flat connection. The map (𝒱,∇) ↦ 𝐕 def= 𝒱∇ defines an equivalence
between this category and the tensor category of local systems of complex vector spaces
on the manifold; it has quasi-inverse 𝐕 ↦ (𝒪𝑆 ⊗ℂ 𝐕,∇can) .

A complex representation 𝑟∶ 𝐺ℂ → GL(𝑉) of 𝐺 defines a 𝐺(ℂ)-vector bundle 𝒥 =
𝑉 × 𝑋̌ over 𝑋̌ with a canonical flat connection ∇. The flat connection defines a similar
connection on𝒱 = 𝛽∗𝒥(= 𝑉×𝑋) and on the automorphic vector bundle𝒱 . In particular,
we get a local system of complex vector spaces 𝐕(= 𝒱∇) on 𝑆0(𝐺, 𝑋), stable under the
action of 𝐺(ℚ)−+ on 𝒱 , and such that 𝒪𝑆0 ⊗ℝ 𝐕Γ = 𝒱 .

Suppose that 𝒥 is defined by a real representation (𝑟, 𝑉) of 𝐺ℝ. Then for each Γ ∈
Σ̃(𝐺, 𝑋), the representation (𝑟|Γ, 𝑉) defines a local system of real vector spaces 𝐕Γ on
Γ∖𝑋 such that𝒪⊗ℝ 𝐕Γ = 𝒱∇. The action of 𝐺(ℚ)−+ on 𝑆

0(𝐺, 𝑋) lifts to an action on the
projective system 𝐕 = (𝐕Γ). When 𝑟 factors through 𝐺ad, the constant sheaf defined by
𝑉 on 𝑋 is (in a natural way) a polarizable variation of real Hodge structures (see 2.5),
and so 𝐕 acquires a similar structure.

Finally, if 𝒥 arises from a representation of 𝐺ad on aℚ-vector space 𝑉, then we get a
variation of rational Hodge structures𝐕 on 𝑆0(𝐺, 𝑋) such that𝐕⊗ℂ = 𝒱∇. In this case,
we can also define, for each prime 𝑙, a local system ofℚ𝑙-vector spaces𝐕𝑙 = (𝐕𝑙,Γ) for the
étale topology: 𝐕𝑙,Γ is the locally constant sheaf on 𝑆0Γ associated with the representation
of Γ on ℚ𝑙 ⊗ 𝑉 (see, for example, Milne 1980, p. 165). Symbolically, we may write
𝐕𝑙 = ℚ𝑙 ⊗𝐕. There is again a natural action of 𝐺(ℚ)+ on 𝐕 and 𝐕𝑙.

Remark 4.8. The construction of 𝒱 (and the extra structure on it) is functorial in
(𝐺, 𝑋, 𝒥). Moreover, if 𝒥 and 𝒥′ are two 𝐺ℂ-equivariant vector bundles on 𝑋̌, then
an equivariant differential operator 𝛿∶ 𝒥 → 𝒥′ gives rise (in a canonical way) to an
equivariant differential operator 𝛾∶ 𝒱 → 𝒱 ′. (See Grothendieck 1967, IV.16.8, for the
definition and basic formalism of differential operators on sheaves of 𝒪𝑆-modules for 𝑆
a scheme.)
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Remark 4.9. We outline the relation between the above definition of automorphic
forms and the more usual definition in terms of automorphy factors.

Fix a point 𝑜 ∈ 𝑋, and let 𝒱 be the 𝐺(ℝ)+-vector bundle on 𝑋 defined by a 𝐺ℂ-
vector bundle 𝒥 on 𝑋̌. Choose a trivialization 𝛼∶ 𝑉 × 𝑋 ≈,→ 𝒱 and write 𝛾(𝛼(𝑣, 𝑥)) =
𝛼(𝑗(𝛾, 𝑥)𝑣, 𝛾𝑥) for 𝛾 ∈ 𝐺(ℝ)+, 𝑣 ∈ 𝑉, and 𝑥 ∈ 𝑋. Then 𝑗 ∶ 𝐺(ℝ)+ × 𝑋 → GL(𝑉) is a
holomorphic automorphy factor for (𝐺, 𝑋) with values in 𝑉, and an automorphic form
of level Γ and type 𝒥 can be identified (through 𝛼) with an automorphic form of level Γ
for 𝑗.

Conversely, let 𝑗 be a holomorphic automorphy factor for (𝐺, 𝑋) with values in 𝑉.
The map 𝑟∶ 𝐾𝑜 → GL(𝑉), 𝑘 ↦ 𝑗(𝑘, 𝑜), is a representation of 𝐾 on 𝑉, which (see 4.5)
defines an automorphic vector bundle 𝒥 on 𝑋̌. If 𝑟 is irreducible, then it is known that
automorphic forms of level Γ for 𝑗 correspond to automorphic forms of level Γ and type
𝒥 (see Murakami 1966, p. 137).

5 Conjugates of automorphic vector bundles
In this section, we state the main theorem for automorphic vector bundles and show
how to deduce it from Theorem 3.10.

Let 𝒥 be a 𝐺ℂ-vector bundle on 𝑋̌, and fix a special point 𝑥 of 𝑋. The 𝐺ℂ-vector
bundle 𝜏𝒥 on 𝜏𝑋̌ corresponds under the isomorphism 𝜑∨𝜏,𝑥 ∶ 𝜏𝑋̌ → 𝜏,𝑥𝑋̌ of 2.7 to a
𝜏,𝑥𝐺ℂ-vector bundle 𝜏,𝑥𝒥 on 𝜏,𝑥𝑋̌, and 𝜏,𝑥𝒥 defines an automorphic vector bundle 𝜏,𝑥𝒱
on 𝑆0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋).

Lemma 5.1. If 𝑥′ is a second special point of 𝑋, then there is a canonical isomorphism
𝜑𝒱(𝜏; 𝑥′, 𝑥)∶ 𝜏,𝑥𝒱 → 𝜏,𝑥′𝒱 lying over 𝜑0(𝜏; 𝑥′, 𝑥) and such that

𝜑𝒱(𝜏; 𝑥′, 𝑥)◦(𝜏,𝑥𝑔) = (𝜏,𝑥′𝑔)◦𝜑𝒱(𝜏; 𝑥′, 𝑥), all 𝑔 ∈𝜏,𝑥 𝐺̃(𝔸𝑓).

Proof. From the commutative diagram in 2.8, we see that there is a canonical isomor-
phism 𝜏,𝑥𝒥 ≃,→ 𝜏,𝑥′𝒥 lying over 𝜑̌(𝜏; 𝑥′, 𝑥)∶ 𝜏,𝑥𝑋̌ → 𝜏,𝑥′𝑋̌, and 4.2 and 3.9 show that this
gives rise to the required isomorphism. 2

Theorem 5.2. Let 𝒱 be an automorphic vector bundle on 𝑆0(𝐺, 𝑋). There is a canonical
isomorphism 𝜑𝒱𝜏,𝑥 ∶ 𝜏𝒱 → 𝜏,𝑥𝒱 such that

𝜏𝒱 𝜏,𝑥𝒱

𝜏𝑆0(𝐺, 𝑋) 𝑆0(𝜏,𝑥𝐺, 𝜏,𝑥𝑋)

←→

← →
𝜑𝒱𝜏,𝑥

←→

←→
𝜑0𝜏,𝑥

commutes and 𝜑𝒱𝜏,𝑥◦𝜏(𝑔) = (𝜏,𝑥𝑔)◦𝜑𝒱𝜏,𝑥 for all 𝑔 ∈ 𝐺(ℚ)−+; moreover, if 𝑥
′ is a second

special point of 𝑋, then 𝜑𝒱(𝜏; 𝑥′, 𝑥)◦𝜑𝒱𝜏,𝑥 = 𝜑𝒱𝜏,𝑥′ .
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Proof. From 3.11 we have a commutative diagram

𝜏𝑋̌ 𝜏,𝑥𝑋̌

𝜏𝑌0(𝐺, 𝑋) 𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋)

𝜏𝑆0(𝐺, 𝑋) 𝑆0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋),

← →
𝜑∨𝜏,𝑥

←→
𝜑𝑌𝜏,𝑥

← →𝜏𝛾

←→

← →𝛾

←→

←→
𝜑0𝜏,𝑥

and from the very definition of 𝜏,𝑥𝒥, there is a commutative diagram

𝜏𝒥 𝜏,𝑥𝒥

𝜏𝑋̌ 𝜏,𝑥𝑋̌.

←→≃
←→ ←→

←→≃

On pulling this back, we obtain a similar diagram

𝜏𝛾∗(𝒥) 𝛾∗(𝜏,𝑥𝒥)

𝜏𝑌0(𝐺, 𝑋) 𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋).

← →≃

←→ ←→

←→≃

Now 4.2 proves that this gives rise to canonical commutative diagram as in the statement
of the theorem. Moreover it is clear from 3.10(ii) that the map 𝜑𝒱𝜏,𝑥 commutes with the
actions of the Hecke operators, and it follows from 3.11 that 𝜑𝒱(𝜏; 𝑥′, 𝑥)◦𝜑𝒱𝜏,𝑥 = 𝜑𝒱𝜏,𝑥′ .2

Remark 5.3. The map 𝜑𝒱𝜏,𝑥 is functorial: suppose that we are given compatible maps
(𝐺, 𝑋) → (𝐺′, 𝑋′) and 𝒥 → 𝒥′; if a special point 𝑥 of 𝑋 is mapped to a special point 𝑥′ of
𝑋′, then we obtain a commutative diagram

𝜏𝒱 𝜏,𝑥𝒱

𝜏𝒱 ′ 𝜏,𝑥′𝒱

←→
𝜑𝒱𝜏,𝑥

←→ ←→
←→

𝜑𝒱
𝜏,𝑥′

Remark 5.4. When 𝒥 is a 𝐺ad
ℂ -vector bundle on 𝑋̌ (rather than a 𝐺ℂ-vector bundle), it

is possible to give a more direct definition of 𝜏,𝑥𝒥 (hence of 𝜏,𝑥𝒱) and a characterization
of 𝜑𝒱𝜏,𝑥.
(a) The vector bundle 𝒥 corresponds (by 4.3) to a representation (𝑟, 𝑉) of 𝑃𝑥, the

subgroup of 𝐺ad
ℂ fixing 𝛽(𝑥). On applying 𝜏, we obtain a representation 𝜏𝑟 of

𝜏𝑃𝑥 on 𝑉. As in 2.8a, we can use 𝜏𝔖 to twist 𝜏𝑓∶ 𝜏𝑃𝑥 → GL(𝑉) and obtain
a representation 𝜏,𝑥𝑟∶ 𝜏,𝑥𝑃𝑥 → GL(𝜏,𝑥𝑉) of 𝜏,𝑥𝑃𝑥. But (see 2.8a), 𝜏,𝑥𝑃𝑥 is the
subgroup of 𝜏,𝑥𝐺(ℂ) fixing 𝜏𝑥, and so 𝜏,𝑥𝑟 gives rise to a 𝜏,𝑥𝐺ℂ-vector bundle 𝒥′ on
𝑋̌. Clearly 𝒥′ = 𝜏,𝑥𝒥.

(b) Recall that 𝒱 [𝑥] = 𝒥𝑥. The map 𝜑𝒱𝜏,𝑥 is the unique isomorphism 𝜏𝒱 → 𝜏,𝑥𝒱 lying
over 𝜑𝜏,𝑥 and such that
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(i) the action of 𝜑𝒱𝜏,𝑥 on the fibre over 𝜏[𝑥] can be identified with the map

𝜏(𝑉 ⊗ ℂ) → 𝜏,𝑥𝑉 ⊗ℂ

defined by 𝑧∞(𝜏);
(ii) 𝜑𝒱𝜏,𝑥◦𝜏(𝑔) = ( 𝜏,𝑥𝑔)◦𝜑𝒱𝜏,𝑥 for all 𝑔 ∈ 𝐺(ℚ)−+.

Moreover,𝜑𝒱𝜏,𝑥 carries the natural filtration on 𝜏𝒱 (see 4.6) into the natural filtration
on 𝜏,𝑥𝒱 .

We clarify the condition (i). The representation 𝑟◦𝜌𝑥 on 𝑉 defines a CMmotive𝑀
over ℚal, and 𝐻B(𝑀) = 𝑉. The composite 𝑐(𝜏𝜄𝑀)−1◦(1 ⊗ 𝜏)◦𝑐(𝜄𝑀) is a 𝜏-linear map
𝐻B(𝜄𝑀)⊗ℂ → 𝐻B(𝜏𝜄𝑀)⊗ℂ (see 1.2b), and so it defines a linear map 𝜏(𝐻B(𝑀)⊗ℂ) →
𝐻B(𝜏𝜄𝑀) ⊗ ℂ, which we know is 𝑧∞(𝜏). But 𝜏(𝐻B(𝑀) ⊗ ℂ) = 𝜏(𝑉 ⊗ ℂ) and (see 1.8)
𝐻B(𝜏𝜄𝑀) = 𝜏,𝑥𝑉, and so 𝑧∞(𝜏) can be regarded as a map

𝜏(𝒱𝑥) = 𝜏(𝑉 ⊗ ℂ) ,→ 𝜏,𝑥𝑉 ⊗ℂ = 𝜏,𝑥𝒱𝜏𝑥 .

[It would be possible to state similar improvements of 5.2 for all automorphic vector
bundles if we had a satisfactory theory of fractional CM-motives over ℚ.]

Remark 5.5. 13 For some automorphic vector bundles 𝒱(𝒥) it is possible to prove 5.2
without using 3.10. For example, let 𝒥 be 𝒯𝑋̌ , the tangent bundle to 𝑋̌; for any 𝑜 ∈ 𝑋̌,
𝒥 corresponds to the adjoint representation of 𝑃𝑜 on Lie(𝑃𝑜). Then 𝒱(𝒥) is the tangent
bundle to 𝑆0(𝐺, 𝑋), and 𝜏,𝑥𝒥 is the tangent bundle to 𝜏,𝑥𝑋̌. Therefore the isomorphism
of pro-varieties 𝜑𝜏,𝑥 ∶ 𝜏𝑆0(𝐺, 𝑋) → 𝑆0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋) defines an equivariant isomorphism
𝒯(𝜑𝜏,𝑥)∶ 𝜏𝒱(ℐ)

≃,→ 𝒱(𝜏,𝑥ℐ). To show that this is the same as the map in 5.2, it suffices
to show that it satisfies conditions (i) and (ii) of 5.4. Condition (ii) is obvious, and (i)
can be shown by unwinding the various definitions, because 𝒯𝑋̌ is the 𝐺ℂ-vector bundle
associated with the adjoint representation of 𝑃𝑜 on Lie(𝐺ℂ)∕ Lie(𝑃𝑜).

A similar remark applies if 𝒥 is the bundle of 𝑛-jets of 𝒯𝑋̌.

Remark 5.6. When 𝒥 arises from a representation 𝑟∶ 𝐺ℂ → GL(𝑉) of 𝐺ℂ (rather than
of 𝑃𝑜), then 𝜑𝒱𝜏,𝑥 carries the flat connection 𝜏∇ on 𝜏𝒱 (see 4.7) into the natural flat
connection 𝜏,𝑥∇ on 𝜏,𝑥𝒱 . It therefore defines an isomorphism of the local system 𝜏𝐕
on 𝜏𝑆0(𝐺, 𝑋) (defined by the pair (𝜏𝒱, 𝜏∇)) with the local system 𝜏,𝑥𝐕 on 𝑆0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋)
(defined by the pair (𝜏,𝑥𝒱,𝜏,𝑥 ∇)).

Finally, when 𝒥 is defined by a rational representation (𝑟, 𝑉) of 𝐺, 𝜑𝒱𝜏,𝑥 defines an
isomorphism of variations of rational Hodge structures; moreover, it defines for each
prime 𝓁 an isomorphism of 𝓁-adic sheaves.

Remark 5.7. Theorem 5.2 has a more down-to-earth interpretation. Let 𝒱 = 𝒱(𝒥)
be an automorphic vector bundle on 𝑆0(𝐺, 𝑋), and let 𝑓 be an automorphic form on
𝑋 of type 𝒥 and level Γ with Γ ∈ Σ̃(𝐺). We can regard 𝑓 as an algebraic section of 𝒱Γ
over 𝑆0Γ(𝐺, 𝑋). Define the congruence subgroup

𝜏,𝑥Γ of 𝜏,𝑥𝐺(ℚ) as in (1.7). Let 𝜏 be an
automorphism of ℂ, and let 𝑥 be a special point of 𝑋. Then the theorem associates with
𝑓 an automorphic function 𝜏,𝑥𝑓 def= 𝜏𝑓◦(𝜑𝒱𝜏,𝑥)−1 on the Hermitian symmetric domain
𝜏,𝑥𝑋 of type 𝜏,𝑥𝒥 and level 𝜏,𝑥Γ; moreover, 𝜏,𝑥(𝑓◦(𝑔)) = 𝜏,𝑥𝑓◦(𝜏,𝑥𝑔) for all 𝑔 ∈ 𝐺(ℚ)−+,
and 𝜏,𝑥𝑓([𝜏𝑥]) can be related to 𝜏(𝑓([𝑥])) (by means of 𝑧∞(𝜏)) when 𝒥 is a 𝐺ad

ℂ -vector
bundle.

13In the original, this was incorrectly numbered 5.4.
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6 Proof of Theorem 3.10 for the symplectic group
Let 𝑉 be a vector space over ℚ, and let 𝜓0 be a nondegenerate skew-symmetric form on
𝑉. The group 𝐺 def= Sp(𝑉, 𝜓0) of automorphisms of 𝑉 preserving 𝜓0 is semisimple, and
there is a unique conjugacy class 𝑆+ of homomorphisms 𝕊 → 𝐺ad(ℝ)+ such that
(a) (𝐺, 𝑆+) is a connected Shimura datum;
(b) each ℎ in 𝑆+ is of weight −1;
(c) the symmetric form 𝜓0(𝑣, ℎ(𝑖)𝑣′) is positive definite for all ℎ ∈ 𝑆+.

Our goal in this section is to prove 3.10 for the pair (𝐺, 𝑆+), but first we shall prove 5.2
for the automorphic vector bundle defined by the representation of 𝐺 on 𝑉.

Let 𝐺1 be the group of symplectic similitudes GSp(𝑉, 𝜓0) of (𝑉, 𝜓0), and let 𝑆± be
the Siegel double space in the sense of Deligne 1979, 1.3.1. Then (𝐺1, 𝑆±) is a Shimura
datum, and (𝐺, 𝑆+) = (𝐺1, 𝑆±)+.

For an abelian variety 𝐴, we set 𝑇𝐴 = lim←,,𝐴𝑚 (limit over all positive integers 𝑚
ordered by division), and we set𝑉𝑓𝐴 = 𝑇𝐴⊗ℚ. Note that the isomorphism class of𝑉𝑓𝐴
depends only on the isogeny class of𝐴. Consider triples (𝐴, 𝜓, 𝑘) consisting of an abelian
variety 𝐴 over ℂ (defined up to isogeny), a polarization 𝜓 of 𝐴, and an isomorphism
𝑘∶ 𝑉𝑓(𝐴)

≃,→ 𝑉(𝔸𝑓) carrying 𝜓 to 𝜓0. We define𝔄(𝑉, 𝜓0) to be the set of isomorphism
classes of triples of this form for which there is an isomorphism of symplectic spaces
(𝐻1(𝐴,ℚ), 𝜓)

≈→ (𝑉, 𝜓0). The group 𝐺1(𝔸𝑓) acts on𝔄(𝑉, 𝜓0) according to the rule:

[𝐴, 𝜓, 𝑘]𝑔 = [𝐴, 𝜓, 𝑔−1𝑘], 𝑔 ∈ 𝐺1(𝔸𝑓).

Lemma 6.1. There is a bijection 𝑆(𝐺1, 𝑆±)(ℂ) ,→ 𝔄(𝑉, 𝜓0) commuting with the actions
of 𝐺(𝔸𝑓).

Proof. Corresponding to

[𝑥, 𝑔] ∈ 𝑆(𝐺1, 𝑆±)(ℂ) = 𝐺1(ℚ)∖𝑋 × 𝐺(𝔸𝑓)

we choose𝐴 to be the abelian variety (defined up to isogeny) associated with the rational
Hodge structure (𝑉, ℎ𝑥). Then 𝜓0 defines a polarization 𝜓 of 𝐴, and we define 𝑘 to be
the composite

𝑉𝑓(𝐴)
≃,→ 𝑉 ⊗𝔸𝑓

𝑔−1
,→ 𝑉(𝔸𝑓).

(See for example Milne and Shih 1982b, 2.3.)
Let 𝑥 be a special point of 𝑆+. Then ℎ𝑥 ∶ 𝕊 → 𝐺1ℝ defines a map 𝜌𝑥 ∶ 𝔖 → 𝐺1 =

GSp(𝑉, 𝜓0), and we can use 𝜌𝑥 and 𝜏𝔖 to twist (𝑉, 𝜓0). In this way we obtain a new pair
(𝜏,𝑥𝑉,𝜏,𝑥 𝜓0) with GSp(𝜏,𝑥𝑉,𝜏,𝑥 𝜓0) = 𝜏,𝑥𝐺1. Let (𝐴,Ψ, 𝑘) be the triple associated with
[𝑥, 𝑔]. Then 𝐻1(𝜏𝐴,ℚ) = 𝜏,𝑥𝑉 and 𝜏𝜓 = 𝜏,𝑥𝜓0 (cf. 1.8). The map 𝜑𝜏,𝑥 ∶ 𝜏𝑆0(𝐺, 𝑋) →
𝑆0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋) corresponds under the bijection in (6.1) to 𝜏[𝐴, 𝜓, 𝑘] ↦ [𝜏𝐴, 𝜏𝜓,𝜏 𝑘]where
𝜏𝑘 is the composite of the maps

𝑉𝑓(𝜏𝐴)
𝜏−1
,→ 𝑉𝑓(𝐴)

𝑘
,→ 𝑉(𝔸𝑓)

sp(𝜏)
,→ 𝜏,𝑥𝑉(𝔸𝑓).

See ibid., 7.16. 2

Just as in 4.7, the pair (𝑉, 𝜓0) defines a polarized variation of rational Hodge struc-
tures (𝑉, Ψ0) on 𝑆(𝐺1, 𝑆±). We use ∨ to denote a linear dual.



6 PROOF OF THEOREM 3.10 FOR THE SYMPLECTIC GROUP 28

Proposition 6.2. There is a canonical abelian scheme 𝜋∶ 𝒜 → 𝑆(𝐺1, 𝑆±) over 𝑆(𝐺1, 𝑆±)
and a polarization Ψ of 𝐴 such that ((𝑅1𝜋∗ℚ)∨, Ψ) = (𝐕,Ψ0).

Proof. Choose a lattice 𝑉0 ⊂ 𝑉 such that 𝜓0 is integral on 𝑉0, and for any integer
𝑁 ≥ 3, define 𝐾(𝑁) to be the subgroup of 𝐺(𝔸𝑓) stablizing 𝑉0 ⊗𝔸𝑓 and acting as the
identity map on 𝑉0∕𝑁𝑉0. Then 𝑆𝐾(𝑁)(𝐺1, 𝑆±) is the moduli scheme over ℂ for polarized
abelian varieties of dimension dim(𝑉)∕2 and degree the discriminant of 𝜓0 on 𝑉0, and
we can take𝒜𝐾(𝑁) to be the universal abelian scheme over 𝑆𝐾(𝑁)(𝐺1, 𝑆±) (Mumford 1965,
7.9). The subgroups 𝐾(𝑁) are cofinal among compact-open subgroups of 𝐺1(𝔸𝑓), and
we define 𝒜 to be the inverse limit, lim←,,𝒜𝐾(𝑁). 2

Remark 6.3. (a) For each point 𝑠 of 𝑆(𝐺1, 𝑆±), the fibre𝒜𝑠 is the abelian variety attached
to 𝑠 in 6.1.

(b) From𝒜 we get an isomorphism 𝑘𝓁∶ (𝑅1𝜋∗ℚ𝓁)∨
≃,→ 𝑉(ℚ𝓁) for each 𝓁, where 𝑉

is the rational local system on 𝑆(𝐺1, 𝑆±) defined by 𝑉. Write 𝑉𝓁(𝒜) for (𝑅1𝜋∗ℚ𝓁)∨; then
we can think of the family 𝑘 = (𝑘𝓁), 𝑘𝓁∶ 𝑉𝓁(𝒜) → 𝑉(ℚ𝓁), as being a level structure on
𝒜. The triple (𝒜,Ψ, 𝑘) has the following universal property: for any 𝐺1(𝔸𝑓)-scheme 𝑆
over ℂ and triple (𝒜′, Ψ′, 𝑘′) over 𝑆 such that (𝒜′, Ψ′, 𝑘′)𝑠 ∈ 𝔄(𝑉,Ψ0) for all 𝑠 ∈ 𝑆(ℂ),
there exists a unique isomorphism 𝛼∶ 𝑆 → 𝑆(𝐺1, 𝑆±) of 𝐺(𝔸𝑓)-schemes such that
𝛼∗(𝒜,Ψ, 𝑘) = (𝒜′, Ψ′, 𝑘′).

This can be proved easily using the the universal property of each 𝒜𝐾(𝑁).

When we apply the construction in (6.2) and (6.3b) to (𝜏,𝑥𝑉,𝜏,𝑥 𝜓), we get a polarized
abelian scheme (𝜏,𝑥𝒜,𝜏,𝑥 Ψ) over 𝑆(𝜏,𝑥𝐺1, 𝑆±) with a level structure 𝜏,𝑥𝑘, where 𝜏,𝑥𝑘𝓁 is
an isomorphism 𝑉𝓁(𝒜)

≃,→ 𝜏,𝑥𝑉(ℚ𝓁).

Proposition 6.4. There is a unique isomorphism 𝜑𝒜𝜏,𝑥 ∶ 𝜏𝒜 → 𝜏,𝑥𝒜 such that
(a) the following diagram commutes

𝜏𝒜 𝜏,𝑥𝒜

𝜏𝑆(𝐺1, 𝑆±) 𝑆(𝜏,𝑥𝐺, 𝑆±)

← →
𝜑𝒜𝜏,𝑥

←→ ←→

←→
𝜑𝜏,𝑥

(b) 𝜑𝒜𝜏,𝑥 sends 𝜏Ψ to 𝜏,𝑥Ψ;
(c) the following diagram commutes

𝑉𝑓(𝜏𝒜) 𝑉𝑓(𝒜) 𝐕(𝔸𝑓)

𝑉𝑓(𝜏,𝑥𝒜) 𝜏,𝑥𝐕(𝔸𝑓).

←→ 𝜑𝒜𝜏,𝑥

←→𝜏−1 ←→𝑘

←→ sp(𝜏)

← →
𝜏,𝑥𝑘

Proof. Apply the universal property of 𝜏,𝑥𝒜 (and use that 𝑉 ⊗𝔸𝑓 ≃ 𝜏,𝑥𝑉 ⊗𝔸𝑓). 2

Corollary 6.5. There is a unique isomorphism 𝜑𝒱𝜏,𝑥 ∶ 𝜏𝒱
≃,→ 𝜏,𝑥𝒱 lying over 𝜑𝜏,𝑥 such

that
(i) the restriction of 𝜑𝒱𝜏,𝑥 to the fibre over [𝑥, 1] can be identified with the linear map

𝜏𝑉(ℂ) → 𝜏,𝑥𝑉(ℂ) defined by 𝑧∞(𝜏);
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(ii) 𝜑𝒱𝜏,𝑥◦𝜏(𝑔) = (𝜏,𝑥𝑔)◦𝜑𝒱𝜏,𝑥 for all 𝑔 ∈ 𝐺1(𝔸𝑓).

Proof. The uniqueness is obvious. For the existence, note that 𝒱 = ℋdR
1 (𝜏𝒜) and

𝜏,𝑥𝒱 = ℋdR
1 (𝜏,𝑥𝒜), and so 𝜑𝒱𝜏,𝑥 can be taken to beℋdR

1 (𝜑𝒜𝜏,𝑥). 2

Corollary 6.6. Theorem 5.2 is true for the automorphic vector bundle 𝑉 defined by the
representation of 𝐺 on 𝑉.

Proof. The restriction of 𝜑𝒱𝜏,𝑥 to 𝜏𝑆0(𝐺, 𝑋) has the correct properties. For a second
special point 𝑥′, it is not difficult to trace through the various constructions and see that
𝜑𝒱(𝜏; 𝑥′, 𝑥)◦𝜑𝒱𝜏,𝑥 = 𝜑𝒱𝜏,𝑥′ . 2

Corollary 6.7. Theorem 3.10 is true for (𝐺, 𝑆+).

Proof. This follows from6.6 because 3.4 allows us to identify𝑌0(𝐺, 𝑆+) and𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑆+)
respectively with the spaces of trivializations of𝒱 and 𝜏,𝑥𝒱 preserving the polarizations.2

7 Proof of Theorem 3.10 for connected Shimura
varieties of abelian type

Lemma 7.1. Let 𝑓∶ (𝐺, 𝑋) → (𝐺′, 𝑋′) be an embedding of connected Shimura data. If
Theorem 3.10 is true for (𝐺′, 𝑋′), then it is also true for (𝐺, 𝑋).

Proof. Let 𝑌 be the inverse image of 𝜏𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋) under 𝜑𝑌′
𝜏,𝑥,

𝜏𝑌0(𝐺, 𝑋) 𝑌0(𝐺′, 𝑋′)

𝜏𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋) 𝑌0(𝜏,𝑥𝐺′,𝜏,𝑥 𝑋′).

← →

←→ 𝜑𝑌′𝜏,𝑥

← →

Then𝑌 is a closed subset containing 𝜏𝑦, and it contains a fibre of themap𝜋∶ 𝜏𝑌0(𝐺, 𝑋) →
𝜏𝑆0(𝐺, 𝑋) whenever it contains a single point; moreover, its image in 𝜏𝑆0(𝐺, 𝑋) is stable
under the action of 𝒢(𝐺). The same argument as in the proof of the uniqueness statement
in 3.10 now shows that 𝑌 = 𝜏𝑌0(𝐺, 𝑋). Therefore the restriction of 𝜑𝑌′

𝜏,𝑥 to 𝜏𝑌0(𝐺, 𝑋) is
an isomorphism satisfying the conditions (i)–(iii) of the theorem.

If 𝑥′ is a second special point of𝑋, then the restriction of𝜑𝑌′(𝜏; 𝑥′, 𝑥) to𝑌0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋)
is 𝜑𝑌(𝜏; 𝑥′, 𝑥), and so the equality 𝜑𝑌(𝜏; 𝑥′, 𝑥)◦𝜑𝑌𝜏,𝑥 = 𝜑𝑌𝜏,𝑥′ is implied by the similar
equality for 𝑌(𝐺′, 𝑋′).

Recall (Milne and Shih 1982b, §1, especially 1.3) that if (𝐺, 𝑋) is primitive of abelian
type, then there is an embedding (𝐺, 𝑋) → (Sp(𝑉, 𝜓), 𝑆+) for some symplectic space
(𝑉, 𝜓). Therefore (6.7) and the lemma and show that Theorem 3.10 holds for every pair
(𝐺, 𝑋) that is primitive of abelian type. By definition, for every pair (𝐺, 𝑋) of abelian
type, there exists a family of pairs (𝐺𝑖, 𝑋𝑖), primitive of abelian type, and a morphism
(
∏

𝐺𝑖,
∏

𝑋𝑖) → (𝐺,𝑋) with
∏

𝐺𝑖 → 𝐺 an isogeny (ibid. p. 293). Therefore, the next
two lemmas complete the proof of Theorem 3.10 for pairs (𝐺, 𝑋) of abelian type. 2

Lemma 7.2. Let (𝐺′, 𝑋′) → (𝐺,𝑋) be a morphism such that 𝐺′ → 𝐺 is an isogeny. If
Theorem 3.10 is true for (𝐺′, 𝑋′), then it is also true for (𝐺, 𝑋).
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Proof. Note that in this case 𝐺′ad = 𝐺ad and 𝑋 = 𝑋′. Moreover, 𝑆0(𝐺, 𝑋) is the
quotient of 𝑆0(𝐺′, 𝑋) by the kernel𝒢(𝐺′, 𝐺) of themap𝐺′ad(ℚ)+∧ → 𝐺ad(ℚ)+∧. Similarly,
𝑌0(𝐺, 𝑋) is the quotient of 𝑌0(𝐺′, 𝑋) by the kernel of the surjective homomorphism
𝒢(𝐺′) → 𝒢(𝐺). Themap𝜑𝑌𝜏,𝑥 for (𝐺, 𝑋) can therefore be obtained from the corresponding
map 𝜑𝑌′

𝜏,𝑥′ for (𝐺
′, 𝑋′) by passing to the quotient. 2

Lemma 7.3. For 𝑖 = 1, ..., 𝑛, let (𝐺𝑖, 𝑋𝑖) be a connected Shimura datum, and let𝐺 =
∏

𝐺𝑖
and 𝑋 =

∏
𝑋𝑖 . If Theorem 3.10 is true for each pair (𝐺𝑖, 𝑋𝑖), then it is true for (𝐺, 𝑋).

Proof. This is obvious. 2

Proposition 7.4. Theorem 3.10 is true for all connected Shimura varieties of abelian type.

Proof. We have already noted that this follows from 6.7 and the preceding lemmas.
In fact, in the proof of the general case of 3.10 we shall need to use 7.4 only for

connected Shimura varieties associated with groups 𝐺 of type 𝐴1 (then 𝐺̃ = SL1(𝐵) for
𝐵 a quaternion algebra defined over a totally real field 𝐹). 2

We now make some remarks that will assist us in the next two sections in the proof
of the general case.

Lemmas 7.2 and 7.3 show that it suffices to prove Theorem 3.10 for (𝐺, 𝑋) with 𝐺
simply connected and 𝐺ad ℚ-simple.

For the remainder of this section, we assume that 𝐺 is simply connected. Let 𝑥 be a
special point of 𝑋. For each homomorphism 𝑟∶ 𝐺(ℚ) → 𝐺(ℂ), we define the principal
𝐺ℂ-bundle 𝑌(𝑟) on 𝑆0(𝐺, 𝑋) to be

𝑌(𝑟) = 𝐺(ℚ)∖𝑋 × 𝐺(ℂ) × 𝐺(𝔸𝑓),

where 𝑞 ∈ 𝐺(ℚ) acts on (𝑥, 𝑐, 𝑎) ∈ 𝑋 × 𝐺(ℂ) × 𝐺(𝔸𝑓) according to the rule

𝑞(𝑥, 𝑐, 𝑎) = (𝑞 𝑥, 𝑟(𝑞) ⋅ 𝑐, 𝑞𝑎).

There is an obvious flat connection ∇(𝑟) on 𝑌(𝑟), and an action 𝑎(𝑟) of 𝐺(𝔸𝑓) on
(𝑌(𝑟), ∇(𝑟)). Let 𝑦(𝑟) be the point [𝑥, 1, 1] on 𝑌(𝑟).

Our next lemma was suggested by a similar result in Harris 1986, 3.6.

Lemma 7.5. The map 𝑟 ↦ (𝑌(𝑟), ∇(𝑟), 𝑎(𝑟), 𝑦(𝑟)) is a bijection between the set of homo-
morphisms 𝑟∶ 𝐺(ℚ) → 𝐺(ℂ) and the set of isomorphism classes of quadruples (𝑌,∇, 𝑎, 𝑦)
consisting of a principal 𝐺ℂ-bundle 𝑌, a flat connection ∇ on 𝑌, an action a of 𝐺(𝔸𝑓) on
(𝑌,∇), and a point 𝑦 lying over [𝑥].

Proof. Suppose we are given a quadruple (𝑌,∇, 𝑎, 𝑦). Because 𝑋 is simply connected,
there is amap𝜓∶ 𝑋×𝐺(ℂ)×𝐺(𝔸𝑓) → 𝑌 compatible with the projections to 𝑆0(𝐺, 𝑋)(ℂ),
the flat structures, and the actions of 𝐺(𝔸𝑓) and 𝐺(ℂ). When we normalize 𝜓 by re-
quiring that 𝜓(𝑥, 1, 1) = 𝑦, then it is uniquely determined. The map 𝑟 corresponding to
(𝑌,∇, 𝑎, 𝑦) is determined by the rule:

𝜓(𝑞𝑥, 1, 𝑞) = 𝑟(𝑞)−1𝑦, all 𝑞 ∈ 𝐺(ℚ).
2
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Remark 7.6. Let 𝑥 be a special point of 𝑋. Corresponding to the pair (𝜏,𝑥𝐺,𝜏,𝑥 𝑋) and
the special point 𝜏𝑥 of 𝜏,𝑥𝑋, we have a quadruple (𝑌0(𝜏,𝑥𝐺, 𝜏,𝑥𝑋), 𝜏,𝑥∇, 𝜏,𝑥𝑎, 𝜏𝑦). On
pulling back by 𝜑0𝜏,𝑥, applying 𝜏−1, and finally pulling back again relative to the map
𝑔 ↦ 𝜏,𝑥𝑔∶ 𝐺(ℂ) → 𝜏,𝑥𝐺(ℂ), we obtain a similar quadruple on 𝑆0(𝐺, 𝑋), which we
denote by (𝑥𝑌, 𝑥∇, 𝑥𝑎, 𝑥𝑦). According to 7.5, this corresponds to a homomorphism
𝑟𝑥 ∶ 𝐺(ℚ) → 𝐺(ℂ), and to prove the existence of an isomorphism 𝜑𝑌𝜏,𝑥 satisfying (i)–(iii)
of Theorem 3.10 it suffices to show that this homomorphism is the natural inclusion.

8 First completion of the proof of Theorem 3.10
Let (𝐺, 𝑋) be a connected Shimura datum, and assume that 𝐺 is simply connected and
that 𝐺ad is ℚ-simple. Then 𝐺 = Res𝐹∕ℚ𝐻 with 𝐻 an absolutely almost simple group
over a totally real number field 𝐹. Let 𝑥 be a special point of 𝑋, and let 𝑇 be a maximal
torus of 𝐺 such that ℎ𝑥 factors through (𝑇∕𝑍)(ℝ). There is a maximal torus 𝑇′ of𝐻 such
that 𝑇 = Res𝐹∕ℚ 𝑇′.

For any totally real number field 𝐹′ containing 𝐹 and such that 𝑇′𝐹′ splits over a
quadratic imaginary extension 𝐿 of 𝐹′, we can write

Lie(𝐻𝐿) = Lie(𝑇′𝐿) ⊕
⨁

𝛼∈𝑅
Lie(𝐻𝐿)𝛼,

where 𝑅 = 𝑅(𝐻ℂ, 𝑇′ℂ). Recall that a root 𝛼 is said to be totally compact if it is a compact
root of (𝐻𝐹′ ⊗𝐹′,𝜎 ℝ) for all embeddings 𝜎∶ 𝐹′ → ℝ. For each root 𝛼 that is not totally
compact, the subgroup𝐻𝛼 is defined to be the connected subgroup of𝐻𝐹′ such that

Lie(𝐻𝛼)𝐿 = Lie(𝑇′𝐿) ⊕ Lie(𝐻𝐿)𝛼 ⊕ Lie(𝐻𝐿)−𝛼.

Proposition 8.1. If 𝐹′ is chosen to be sufficiently large, then 𝐻(𝐹) is contained in the
subgroup of𝐻(ℚal) generated by

⋃
𝐻𝛼(𝐹′), where the union is taken over all non totally

compact roots 𝛼.14

Proof. This is stated (without proof) in Borovoi 1983/84, 3.21. 2

Choose a field 𝐹′ as in the proposition, and let 𝐺∗ = Res𝐹′∕ℚ𝐻 and, for each non
totally compact root 𝛼 of 𝐺, let 𝐺𝛼 = Res𝐹′∕ℚ𝐻𝛼. There are natural maps (𝐺, 𝑋) →
(𝐺∗, 𝑋∗) and (𝐺𝛼, 𝑋𝛼) → (𝐺∗, 𝑋∗), each 𝛼. Write 𝑥∗ for the image of 𝑥 in 𝑋∗, and write
𝑥𝛼 for it regarded as an element of 𝑋𝛼. Then the construction in 7.6 applied to the
triples (𝐺∗, 𝑋∗, 𝑥∗) and (𝐺𝛼, 𝑋𝛼, 𝑥𝛼) gives us homomorphisms 𝑟𝑥∗ ∶ 𝐺∗(ℚ) → 𝐺∗(ℂ)

14As noted earlier, this is still only a conjecture, but a weaker result, sufficient for the applications, is
proved in Borovoı̆, M. V., The group of points of a semisimple group over a totally real closed field. Selected
translations. Selecta Math. Soviet. 9 (1990), no. 4, 331–338. More precisely, Borovoi proves the following
statements.
Theorem 1. Let 𝐺 be a simply connected semisimple algebraic group over a totally real algebraic number
field 𝐹. Assume that 𝐺 has an anisotropic maximal torus 𝑇 that splits over some totally imaginary quadratic
extension 𝐾 of the field 𝐹. Let Π be a base of the root system 𝑅 = 𝑅(𝐺𝐾 , 𝑇𝐾). Then 𝐺(𝐹rc) is generated by
the subgroups 𝐺𝛼(𝐹rc), 𝛼 ∈ Π. Here 𝐹rc is the maximal totally real algebraic extension of 𝐹.
Theorem 2. Under the conditions of Theorem 1, assume that 𝐺 is a geometrically simple group of totally
Hermitian type that is not totally compact. Then 𝐺(𝐹rc) is generated by the subgroups 𝐺𝛼(𝐹rc), where 𝛼
runs over the non totally compact roots.
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and 𝑟𝑥𝛼 ∶ 𝐺𝛼(ℚ) → 𝐺𝛼(ℂ). Clearly the maps 𝑟𝑥, 𝑟𝑥∗ , and 𝑟𝑥𝛼 are compatible with the
inclusions 𝐺 → 𝐺∗ and 𝐺𝛼 → 𝐺∗; that is, the following diagram commutes,

𝐺(ℚ) 𝐺(ℂ)

𝐺∗(ℚ) 𝐺∗(ℂ)

𝐺𝛼(ℚ) 𝐺𝛼(ℂ).

←→

←→
𝑟𝑥

←→

←→
𝑟𝑥∗

← →

←→
𝑟𝑥𝛼

← →

Since we know Theorem 3.10 for groups of type 𝐴1, each map 𝑟𝑥𝛼 is the natural inclu-
sion. The proposition shows that 𝐺(ℚ) ⊂

⋃
𝐺𝛼(ℚ), and so 𝑟𝑥 must also be the natural

inclusion.
To complete the proof of 3.10, we have to show that if 𝑥′ is a second special point,

then 𝜑𝑌(𝜏; 𝑥′, 𝑥)◦𝜑𝑌𝜏,𝑥 = 𝜑𝑌𝜏,𝑥′ . Each is a map 𝜏𝑌
0(𝐺, 𝑋) → 𝑌0(𝜏,𝑥′𝐺,𝜏,𝑥′ 𝑋) compatible

with the homomorphism 𝑔 ↦ 𝜏,𝑥𝑔∶ 𝐺(𝔸′) → 𝜏,𝑥𝐺(𝔸′). To prove that the maps are
equal, it suffices to show that they agree on a single point (compare the proof of the
uniqueness assertion of 3.10). If 𝑥 and 𝑥′ both lie in 𝑋𝛼 for some noncompact root 𝛼
as above, then the maps agree on the whole of 𝑌0(𝐺𝛼, 𝑋𝛼), and so they are equal. If
𝑥′ = 𝑔𝑥 for some 𝑔 ∈ 𝐺(ℚ), then one can show directly that the two maps agree on the
𝜏𝑦, where 𝑦 is the image of 𝑥 in 𝑌0(𝐺, 𝑋).

To complete the proof, we need to recall one final result.

Proposition 8.2. Let 𝑥 and 𝑥′ be special points of 𝑋. If 𝐹′ is chosen large enough, then
there exists a sequence (𝑥 =)𝑥0, ..., 𝑥𝑚(= 𝑥′) of special points of 𝑋∗ and an element 𝑔 ∈
𝐺∗(ℚ) such that
(a) for each positive 𝑖 < 𝑚, there is a noncompact root 𝛼 such that 𝑥𝑖−1 and 𝑥𝑖 lie in 𝑋𝛼;
(b) 𝑔𝑥𝑚−1 = 𝑥𝑚.

Proof. See Borovoi 1983/84, 1.18, or Milne 1983, pp. 260-261. 2

We now complete the proof for a general pair of special points (𝑥, 𝑥′). After replacing
(𝐺, 𝑋) with a suitable pair (𝐺∗, 𝑋∗), we can assume that there exist points 𝑥0, ..., 𝑥𝑚
and an element 𝑞 as in the statement of the proposition. The remarks preceding the
proposition show that

𝜑𝑌(𝜏; 𝑥𝑖, 𝑥𝑖−1)◦𝜑𝑌𝜏,𝑥𝑖−1 = 𝜑𝑌𝜏,𝑥𝑖 , for 𝑖 = 1, … ,𝑚.

On multiplying these equalities, we find that

𝜑𝑌𝜏,𝑥′ = 𝜑𝑌(𝜏; 𝑥𝑚, 𝑥𝑚−1)◦⋯◦𝜑𝑌(𝜏; 𝑥1, 𝑥0)◦𝜑𝑌𝜏,𝑥.

It is clear from the definition of the maps 𝜑𝑌(𝜏; ., .) (see 3.7) that

𝜑𝑌(𝜏; 𝑥𝑚, 𝑥𝑚−1)◦⋯◦𝜑𝑌(𝜏; 𝑥1, 𝑥0) = 𝜑𝑌(𝜏; 𝑥𝑚, 𝑥0)

and so this completes the proof of Theorem 3.10 (assuming 8.1).
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9 Second completion of the proof of Theorem 3.10
Again we assume that (𝐺, 𝑋) is a connected Shimura datum with 𝐺 simply connected
and 𝐺ad ℚ-simple. Let 𝑥 be a special point 𝑋, and let 𝑟𝑥 ∶ 𝐺(ℚ) → 𝐺(ℂ) be the map
defined in 7.6. If we can show that 𝑟𝑥 is the natural inclusion map, then the same
argument as in the previous section will complete the proof of Theorem 3.10.

Now let 𝑟∶ 𝐺ad → GL(𝑉) be a representation of 𝐺ad. We can twist this to obtain a
representation 𝜏,𝑥𝑟∶ 𝜏,𝑥𝐺ad → GL(𝜏,𝑥𝑉). This defines the automorphic vector bundle
𝜏,𝑥𝒱 on 𝑆0(𝜏,𝑥𝐺,𝜏,𝑥 𝑋) together with its flat connection 𝜏,𝑥∇ and action 𝜏,𝑥𝑎 of 𝜏,𝑥𝐺(𝔸𝑓).
On pulling this back by 𝜑0𝜏,𝑥 to 𝜏𝑆0(𝐺, 𝑋) and applying 𝜏−1, we obtain a vector bundle 𝑥𝒱
on 𝑆0(𝐺, 𝑋) together with a flat connection 𝑥∇ and action 𝑥𝑎 of 𝐺(𝔸𝑓). From the triple
(𝑥𝒱, 𝑥∇, 𝑥𝑎)we obtain a representation 𝑟𝑥(𝑉) of 𝐺(ℚ) on 𝑉⊗ℂ. Note that Theorem 5.2
would imply that 𝑟𝑥(𝑉) is simply the map induced by 𝑟.

Lemma 9.1. Let 𝑟∶ 𝐺 → GL(𝑉) be a representation of 𝐺 factoring through 𝐺ad
ℂ . With the

above notations, there is a commutative diagram

𝐺(ℚ) 𝐺(ℂ)

GL(𝑉 ⊗ ℂ).

← →
𝑟𝑥

←

→𝑟𝑥(𝑉)

←→ 𝑟

Proof. This simply says that the above construction of 𝑟𝑥(𝑉) is compatible with the
construction in (7.6) of 𝑟𝑥. 2

Lemma 9.2. Consider the representation 𝑟 of 𝐺ad on 𝑔 def= Lie(𝐺). If for all triples (𝐺, 𝑋, 𝑥),
𝑟𝑥(𝑔) is the restriction of 𝑟 to 𝐺ad(ℚ), then 𝑟𝑥 ∶ 𝐺(ℚ) → 𝐺(ℂ) is the natural inclusion.

Proof. From the preceding lemma, we get a commutative diagram

𝐺(ℚ) 𝐺(ℂ)

𝐺ad(ℚ) 𝐺ad(ℂ).

← →
𝑟𝑥

←→ ←→

← →natural
inclusion

This implies that the map 𝛾∶ 𝑔 ↦ 𝑟𝑥(𝑔) ⋅ 𝑔−1 has image contained in the centre 𝑍(ℂ) of
𝐺(ℂ). It is moreover a homomorphism. If we knew that 𝐺(ℚ)∕𝑍(ℚ) was a simple group
the proof would now be complete because we would have that 𝛾(𝐺(ℚ)) = {1}. Since we
do not know it, we instead must argue as in Milne 1983, p. 251–252.

Fix a 𝑔 ∈ 𝐺(ℚ). Because 𝐺(ℚ) is generated by the groups 𝑇𝑥′(ℚ) with 𝑥′ running
through the special points of 𝑋 (ibid. 3.10), we can assume that 𝑔 lies in some 𝑇𝑥′(ℚ). If
wewrite𝐺 = Res𝐹∕ℚ𝐻 and pass to a larger totally real field𝐹′, thenwe obtain inclusions
(𝐺, 𝑋) → (𝐺∗, 𝑋∗) and 𝐺𝛼 → 𝐺∗ with 𝐺𝛼 a reductive group of type 𝐴1 and 𝑇𝑥′ ⊂ 𝐺𝛼.

Moreover, after possibly enlarging the totally real field 𝐹 again, we can assume that
𝐺𝛼 ⊗ℚ𝓁 is isotropic. On applying the above construction to the pair (𝐺∗, 𝑋∗) we obtain
a map 𝛾∗∶ 𝐺∗(ℚ) → 𝑍∗(ℂ) whose restriction to 𝐺(ℚ) is 𝛾. According to Platonov and
Rapincuk 1979, 𝐺𝛼(ℚ)∕𝑍𝛼(ℚ) is simple, and so 𝛾∗ is trivial on 𝐺𝛼(ℚ). As 𝑔 ∈ 𝐺𝛼(ℚ),
this shows that 𝛾(𝑔) = 1.
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It remains to verify that 𝑟𝑥(𝔤)∶ 𝐺ad(ℚ) → GL(𝔤) is given by the adjoint repre-
sentation. Recall that 𝑆0(𝐺, 𝑋) = 𝐺(ℚ)∖𝑋 × 𝐺(𝔸𝑓), and write 𝜋 for the projection
𝑋 × 𝐺(𝔸𝑓) → 𝑆0(𝐺, 𝑋). For any 𝐺(𝔸𝑓)-local system 𝐕 on 𝑆0(𝐺, 𝑋), 𝜋∗(𝐕) is spanned
by its space of 𝐺(𝔸𝑓)-invariant global sections, and this last space can be identified with
𝐕𝑥 for any 𝑥 ∈ 𝑋.

Therefore, from any such local system and point 𝑥, we obtain a representation
𝐺(ℚ) → GL(𝑉𝑥). Because of the dictionary recalled in 4.7, a 𝐺(𝔸𝑓)-vector bundle with
flat connection (𝒱,∇) also gives rise to a representation of 𝐺(ℚ) on the fibre 𝒱𝑥. 2

Lemma 9.3. Let (𝒱,∇) be a 𝐺(𝔸𝑓)-vector bundle with flat connection on 𝑆0(𝐺, 𝑋), and
assume that 𝒱 is a 𝐺(𝔸𝑓)-subbundle of an automorphic vector bundle 𝒱(𝒥) on 𝑆0(𝐺, 𝑋).
Then the representation 𝑟∶ 𝐺(ℚ) → GL(𝒱𝑥) is continuous for the complex topology; if it is
trivial on 𝑍(ℚ), then it is induced by a morphism of algebraic groups 𝐺ad

ℂ → GL(𝒱𝑥).

Proof. The first assertion follows from the fact that the representation 𝑟 of 𝐺(ℚ) on
𝒱𝑥 can be realized as a subrepresentation of the representation of 𝐺(ℝ) on Γ(𝑋, 𝛽∗(𝒥)),
which is obviously continuous . For the second, note that the homomorphism

𝑟ad∶ 𝐺(ℚ)∕𝑍(ℚ) → GL(𝒱𝑥)

extends by continuity to a homomorphism 𝑟∶ 𝐺ad(ℝ)+ → GL(𝒱𝑥). Let 𝑟′ be the homo-
morphism of algebraic groups 𝐺ad

ℝ → GL(𝒱𝑥) such that Lie(𝑟′) = Lie(𝑟). Then 𝑟′(ℝ)
and 𝑟 agree on an open subgroup of 𝐺ad(ℝ)+, and so they agree on the whole of 𝐺ad(ℝ)+.

For a vector bundle 𝒱 on a space, write 𝒥ℯ𝓉𝑛(𝒱) for the bundle of jets of length 𝑛 of
𝒱 (see Grothendieck 1967, IV.16.8). 2

Lemma 9.4. Let𝒥 be the𝐺ℂ-vector bundle on 𝑋̌ corresponding to the adjoint representation
of 𝐺 on Lie(𝐺). Then there is an equivariant embedding 𝒥 → 𝒥ℯ𝓉2(𝑇𝑋̌).

Proof. See Harris 1985, p. 172. 2

We now complete the proof of the theorem. Let 𝑥 be a special point of 𝑋. After
replacing (𝐺, 𝑋) by a pair (𝐺∗, 𝑋∗) and applying 7.1, we may assume that 𝑇𝑥 splits over
a quadratic extension of 𝐹. On applying 9.1 and 9.3 to the automorphic vector bundle
𝒱 defined by the adjoint representation, we find that the map 𝑟𝑥(𝔤)∶ 𝐺(ℚ) → GL(𝔤) is
defined by an algebraic map 𝜌. Since we know the theorem for each𝐻𝛼, the restriction
of 𝜌 to the algebraic subgroup 𝐻𝛼 of 𝐺 is given be the adjoint representation, and the
next lemma shows that this implies that 𝜌 itself is given by the adjoint representation.

Lemma 9.5. The group 𝐺 is generated (as an algebraic group) by the subgroups𝐻𝛼

Proof. This follows from the fact that, for any embedding 𝜎 of 𝐹 into ℝ, [𝔭𝜎, 𝔭𝜎] = 𝔨𝜎,
where 𝔤𝜎 = 𝔨𝜎 ⊕ 𝔭𝜎 is a Cartan decomposition of 𝔤𝜎

def= Lie(𝐺 ⊗𝐹,𝜎 ℝ). 2

This completes the second proof of Theorem 3.10.
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A Appendix: Connected Shimuradata andShimura
data

In this section, we review some results that allow one to modify the centres of the groups
defining Shimura varieties. Throughout, 𝜄 denotes complex conjugation.

Lemma A.1. Let 𝐺 be a semisimple adjoint group over a field 𝑘 of characteristic zero, and
let 𝐿 be a finite Galois extension of 𝑘 that splits 𝐺. For any finite central covering 𝐺′ → 𝐺
of 𝐺, there exists a central extension defined over 𝑘

1 → 𝑁 → 𝐺1 → 𝐺 → 1

such that 𝐺der
1 = 𝐺′ and𝑁 is equal to a product of copies of Res𝐿∕𝑘 𝔾𝑚.

Proof. See for example Milne and Shih 1982b, 3.1. 2

Proposition A.2. For any connected Shimura datum (𝐺, 𝑋), there exists a Shimura
datum (𝐺1, 𝑋1) such that
(a) (𝐺1, 𝑋1)+ = (𝐺,𝑋);
(b) the weight 𝑤𝑋 of any ℎ ∈ 𝑋1 is defined overℚ;
(c) the centre 𝑍(𝐺1) of𝐺1 is a product of copies of Res𝐿∕ℚ𝔾𝑚 for some CM-field 𝐿 Galois

overℚ.

Proof. Let 𝑥 be a special point of 𝑋, and let 𝑇 be a maximal torus of 𝐺ad such that
ℎ factors through 𝑇ℝ. Then 𝑇ℝ is anisotropic, and so 𝜄 acts as -1 on 𝑋∗(𝑇). It follows
that, for any 𝜏 ∈ Aut(ℂ), 𝜏𝜄 and 𝜄𝜏 have the same action on 𝑋∗(𝑇), and so 𝑇 splits over
a CM-field 𝐿, which can be chosen to be Galois overℚ. Construct 𝐺1 as in the lemma
with 𝐺der

1 = 𝐺 and 𝐺1∕𝑁 = 𝐺ad. The inverse image 𝑇1 of 𝑇 in 𝐺1 is a maximal torus.
Choose 𝜇1 ∈ 𝑋∗(𝑇1) to lift 𝜇 ∈ 𝑋∗(𝑇). The weight 𝑤1

def= −𝜇1 − 𝜄𝜇1 of 𝜇1 lies in 𝑋∗(𝑍1),
where 𝑍1 = 𝑍(𝐺1) = 𝑁. Clearly 𝜄𝑤1 = 𝑤1 and so, as 𝐻1(ℝ, 𝑋∗(𝑍1)) = 0, there exists
a 𝜇0 ∈ 𝑋∗(𝑍1) such that (𝜄 + 1)𝜇0 = 𝑤1. When we replace 𝜇1 by 𝜇1 − 𝜇0 we find that
𝑤1 = 0; in particular, 𝑤1 is defined over ℚ. Let ℎ1∶ 𝕊 → 𝐺1 correspond to 𝜇1, and let
𝑋1 be the conjugacy class of ℎ1. Then (𝐺1, 𝑋1) fulfills the requirements. 2

Now let (𝐺, 𝑋) be a Shimura datum. Recall that 𝑥 ∈ 𝑋 is special if ℎ𝑥 factors through
a ℚ-rational torus 𝑇 ⊂ 𝐺. We say that 𝑥 is a CM-point if there exists a ℚ-rational
homomorphism 𝜌𝑥 ∶ 𝔖 → 𝐺 such that 𝜇can◦𝜌𝑥 = 𝜇𝑥. Clearly a CM-point is special, and
a special point is CM if and only if

(𝜏 − 1)(𝜄 + 1)𝜇𝑥 = 0 = (𝜄 + 1)(𝜏 − 1)𝜇𝑥

all 𝜏 ∈ Aut(ℂ). (Contrary to Deligne 1979, 2.2.4, we distinguish these notions.)

Proposition A.3. Every special point of 𝑋 is a CM-point when (𝐺, 𝑋) satisfies the condi-
tions:

(a) the weight 𝑤𝑋 is defined over 𝑄;
(b) the centre 𝑍 of 𝐺 is split by a CM-field.
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Proof. The conditions say respectively that

(𝜏 − 1)(𝜄 + 1)𝜇𝑥 = 0, for all 𝜏 ∈ Aut(ℂ), 𝑥 ∈ 𝑋;
𝜏𝜄𝜇 = 𝜄𝜏𝜇, for all 𝜏 ∈ Aut(ℂ), 𝜇 ∈ 𝑋∗(𝑍).

Let 𝑥 ∈ 𝑋 be special, and let 𝑇 be a maximal torus through which ℎ𝑥 factors. The
argument in the proof of (A.2) shows that 𝜏𝜄𝜇 = 𝜄𝜏𝜇 for 𝜇 ∈ 𝑋∗(𝑇∕𝑍), and since

𝑋∗(𝑇) ⊗ ℚ = 𝑋∗(𝑍) ⊗ ℚ⊕𝑋∗(𝑇∕𝑍) ⊗ ℚ,

we see that the same equation holds for 𝜇 ∈ 𝑋∗(𝑇). Therefore

(𝜄 + 1)(𝜏 − 1)𝜇𝑥 = (𝜏 − 1)(𝜄 + 1)𝜇𝑥,

and we have already observed that this is zero. 2

Corollary A.4. For any connected Shimura datum (𝐺, 𝑋), there exists a Shimura datum
(𝐺1, 𝑋1) such that
(a) (𝐺1, 𝑋1)+ = (𝐺,𝑋);
(b) every special point of 𝑋1 is CM;
(c) 𝐻1(𝑘, 𝑍(𝐺1)) = 0 for all fields 𝑘 of characteristic zero.

Proof. Combine the last two results. 2

Proposition A.5. Assume that (𝐺, 𝑋) satisfies the conditions of (A.3). There then exists
aℚ-rational reductive group 𝐺0 ⊂ 𝐺 such that

(a) all ℎ ∈ 𝑋 factor through 𝐺0ℝ, and
(b) ad ℎ(𝑖) is a Cartan involution on 𝐺0∕𝑤𝑋(𝐺𝑚).

Proof. We assume that no proper ℚ-rational reductive subgroup of 𝐺 satisfies (a) and
show that 𝐺 then satisfies (b). Let 𝐻 = 𝐺∕(𝐺der.𝑤(𝔾𝑚)). Then 𝑋∗(𝑍∕𝑤(𝔾𝑚)) ⊗ ℚ =
𝑋∗(𝐻) ⊗ ℚ, and so (A.3b) implies that 𝜄𝜏 = 𝜏𝜄 on 𝑋∗(𝐻) for all 𝜏 ∈ Aut(ℂ). Let 𝑉+ be
the maximal subspace of 𝑋∗(𝐻) ⊗ ℚ on which 𝜄 acts 𝑎𝑠 + 1. The last statement shows
that 𝑉+ is stable under Aut(ℂ). There therefore exists a quotient torus 𝐻+ of 𝐻 such
that 𝑉+ = 𝑋∗(𝐻+) ⊗ ℚ. For any 𝑥 ∈ 𝑋,

𝕊∕𝔾𝑚
ℎ𝑥,→ 𝐺ℝ∕𝑤(𝔾𝑚) → 𝐻+

ℝ

is trivial because 𝜄 acts as −1 on 𝑋∗(𝕊∕𝔾𝑚), and so ℎ𝑥 factors through Ker(𝐺ℝ → 𝐻+
ℝ);

we must have𝐻+ = 0. It follows now that (𝑍∕𝑤(𝔾𝑚))ℝ is anisotropic, and (b) holds. 2

Remark A.6. For the group 𝐺0 constructed in (A.4), 𝑍(𝐺0)(ℚ) is discrete in 𝑍(𝐺0)(𝔸𝑓)
(cf. Deligne 1979, 2.1.11).
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